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Problem & Motivation

•Gemeinsame Arbeit setzt gemeinsames 
Vertändnis und Zugang zu Infomationen voraus.

•Blinde haben keinen Zugang zu Material von 
sehenden Schülern und umgekehrt.
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1. Hintergrund - Autoren

•„A Haptic Tool for Group Work on Geometrical 
Concepts Engaging Blind and Sighted Pupils“

•Royal Institute of Technology, Stockholm

Jonas Moll Eva-Lotta Sallnäs
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1. Hintergrund -  Gruppenarbeit

•Inklusion von blinden Schülern

•Gruppenarbeit findet parallel statt, nicht 
zusammen

•Hilfsmittel auf Einzelarbeit ausgerichtet

•Kommunikation & Effizienz: haptisches Feedback 
zur Unterstützung in virtueller Umgebung
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2. Vorgehen & Ablauf - Hardware
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2. Vorgehen & Ablauf - Software
1. Anwendung - statisch
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Fig. 1. (a–b) PHANTOM Desktop and PHANTOM Omni (SensAble Technologies Inc.).

Fig. 2. Two persons classifying angles in the static application. The brownish pencil-like objects, created
by the Reachin API software, correspond to the PHANTOMs in positions and attitudes. The red and blue
spheres respectively represent the contact points.

touches a virtual object, the motor generates contact forces giving the user an illusion
of actually feeling the object.

The computer used in the evaluation was a PC with two dual core processors with the
software Reachin API 4.1 and Visual Studio 2003. A flat LCD screen, lying horizontally
on a table, was connected to the computer. This configuration made it possible for the
sighted pupils to see the situation from above as if looking down into a room where
movement directions directly corresponded to those made with the hardware devices.
In this way, the pupils felt like they were reaching down into a box where objects and
workspace boundaries could be touched. Since some visually impaired pupils had some
residual vision the screen was placed in such a way that they could not see the scene.
One PHANTOM Desktop and one PHANTOM Omni were connected serially to the
computer and served as input devices for the pupils.

3.3. Evaluated Applications
3.3.1. The Static Application. This application is a three-dimensional environment that

supports learning to discriminate between different angles and drawn shapes. The
scene resembles a shallow tray on which geometrical shapes are placed and may be
felt, as may walls, corners and the floor of the shared virtual space (Figure 2). All
lines, making up the angles and geometrical figures, are instances of the Box node in
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2. Vorgehen & Ablauf - Software
2. Anwendung - dynamisch
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Fig. 3. The dynamic application with two users represented by a blue and red sphere respectively.

Reachin API. Every line is felt as a narrow 1 cm high “wall” along the line, preventing
unintentional passing and enabling the user to follow it without slipping over. All line
segments can be felt from both sides. The environment was not scaled in any direction,
so the dimensions used in the implementation are the ones experienced in the virtual
environment. The entire environment is felt from above and thus all lines are raised
from the tray.

The buttons at the bottom of Figure 2 are used to create new lines and to save and
load preconstructed scenes. When the pupils were using this application these buttons
were disabled and the positions of the lines were locked. Note that interaction between
the hardware devices was not possible in this application.

3.3.2. The Dynamic Application. The dynamic application is a three-dimensional envi-
ronment that supports collaborative learning of geometrical shapes such as cubes and
concepts such as area and volume. The scene is a ceiling-less room, with ten cubes on
the floor when the test task is uploaded. There is also a box on the floor containing four
geometrical objects—sphere, cube, cone and cylinder—that were not used by the pupils
during this evaluation (Figure 3). The main purpose of this box is to add flexibility to
the application and enable a wider range of tasks, like for example bringing objects out
from the box for identification or to build more advanced compositions. However, in the
present evaluation the box was only used as one of several reference points to support
the visually impaired pupil in his/her exploration of the environment. The floor, walls
and box can be felt and also discriminated thanks to different textures that are applied
to them.

Apart from feeling and recognizing the different geometrical shapes a user can also
pick up and move around the objects by means of the PHANTOM. In the central part
of Figure 3 two users are, for instance, lifting the same object. This feature works as a
kind of invisible elastic band that is created whenever a user pushes the PHANTOM’s
button while touching an object. This band has its end points in the center of the
object and the center of the user’s graphical representation respectively. Through the
forces from the band the user is given the illusion of holding the object. Since gravity
is applied to the objects the pupils feel not only the inertia but also the weight as they
carry things around. If two users grab the same object, as shown in Figure 3, two
elastic-band forces are applied, one to each user’s avatar, and hereby the users can
feel each other’s forces on the object through the invisible bands. This enables one of
the users to guide the other, since the users’ experience that they are firmly holding
on to the jointly held object. The users can also “grab” each other’s proxies directly
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2. Vorgehen & Ablauf - Software
Reachin API
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2. Vorgehen & Ablauf - Evaluation
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Fig. 4. The setting used in the evaluations.

by pressing the device button when the proxies are collocated. A simulated magnet,
collocated with the proxy corresponding to the device with the button currently
pressed, make sure that both proxies stay in close proximity as long as the button
is pressed. This gives both users the feeling of holding on to each other. The very
natural feeling of following another person’s movements generated by this method
can be compared against the not so natural feeling of being pulled along a straight
line by a constant force. Note that only the dynamic application supports these kinds
of interactions between the two PHANTOM devices.

Most of the implementation is based on the built-in nodes of the Reachin API (in-
cluding nodes for elementary objects and a range of surface effects), but some new
nodes had to be created as well. Neither collision detection between objects nor the
possibility to pick up, move around and hand off objects to each other (see previous
discussion of the invisible elastic band) are supported in the built-in geometry nodes
of the Reachin API.

3.4. Procedure and Setting
The three pupils in each group were sitting beside each other at a table with the com-
puter screen placed flat on the table in front of them. A PHANTOM Desktop and a
PHANTOM Omni were used by the visually impaired pupil and the two sighted pupils
respectively, the latter pupils taking turns in using the PHANTOM Omni. Unfortu-
nately, we were not able to connect two PHANTOM Desktop devices to the same com-
puter, which of course would have been the ultimate solution since the resolution of
that device is better. However, everything could be felt and all actions could be per-
formed with both devices and since the sighted pupils got to use the device with slightly
lower resolution this was not a big limitation: the sighted users were always supported
by the graphical interface. Since two haptic devices were connected to one computer,
the visually impaired pupil and one of the sighted pupils were always together inter-
acting in the interface with haptic feedback. Both sighted pupils could see the current
state of the scene at all times during the evaluation. In each evaluation the camera
was placed on the table where the screen was placed, to give a birds-eye perspective of
both the screen content and the pupils (Figure 4).
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3. Ergebnisse & Beobachtungen 

•Aufgaben wurden erfolgreich gelöst

•Gemeinsames Verständnis: Unterschiede 
zwischen statischer und dynamischer Umgebung

•Gleiche Navigationsstrategie

•Führung des Partners verbal und haptisch

•Initiative und Entscheidungen
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4. Schlussfolgerungen

•Statische Anwendung: Klappt!

•Dynamische Anwendung: Probleme!
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5. Fazit

•Das evaluierte System ermöglicht ein 
gemeinsames Verständnis in einer virtuellen 
Umgebung.

•Schwächen bei der Veränderungen der 
Umgebung

•Ausblick: Soundfeedback
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Fragen?
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