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 Known objective functions

 Fast simulation execution



 Feasibility studies

 Blackbox simulation leads to unknown objective functions

 Computational expensive (stochastic) simulation
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Simulation-based Optimization

 Multidisciplinary design attempts to satisfy multiple, possibly

conflicting, objectives at once

𝑀𝑂𝑃 min𝐹 𝑥 = (𝑓1 𝑥 , 𝑓2 𝑥 ,… , 𝑓𝑝 𝑥 )
𝑥 ∈ 𝑋
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Our Approach

 Precise approximation of unknown objective functions and feasible

design space

 Approximation allows (multiobjective-)optimization

 Deterministic and stochastic blackbox simulations for SOP and MOP
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Offline preprocessing

[Lange‘16]



Previous Work

 Knowledge discovery in (deterministic) simulation (based optimization)

 Single objective optimization

 Landscape characterization problem exploration via support vector machines

[Burl‘06]

 Determination of adaptation strategies for linear relationships [Lattner‘11]

 Linear regression of input parameters and classification [Painter‘06]

 Visual analytics [Feldkamp’15]

 Multi objective optimization

 Analysis of existing Pareto solutions

[Bandaru‘10,Sugimura‘07,Liebscher‘09,Dudas‘15]
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Remaining Challenges

 Automatic approximation and optimization

 Consider computationally expensive simulations

 Consider stochastic simulations

 Within the context of knowledge discovery process

 What are suitable data mining methods in order to achieve above?



Overview of Approach
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High-dimensional input space

Three-dimensional input space Spline-based time slicing in 2D

Objective function approximationFeasible design space approximation

𝑎𝑖 , … , 𝑎𝑗

𝑏𝑘, … , 𝑏𝑛
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𝑡0, … , 𝑡𝑚

…

𝑎𝑖 , … , 𝑎𝑗
𝑡0, … , 𝑡𝑚
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Relationship Approximation

Spline at 𝑡𝑘
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Spline at 𝑡𝑛

𝑓: 𝐶, 𝑇 → 𝑂 = 𝑓 𝑐, 𝑡 → 𝑜𝑖



Relationship Approximation
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Overview
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Density Clustering
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Density Clustering
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Density Clustering
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Gradient based Sampling
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Overview
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 Re-formulation of MOP based on B-spline surface approximations

Feasible Design Space Approximation
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Multi-Agent System based Optimization
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Evaluation

 Windows, C and C++/14

 Nine competitors

 Three sampling strategies

 Three clustering approaches

 Synthetic functions
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Evaluation Overview
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Evaluation

 Optimization problem
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(Binh/Korn’99)



Evaluation

 A

 B

 C
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Conclusion

 Approximation of objective functions and the feasible design 

space

 Minimizes amount of required samples

 Arbitrary deterministic and stochastic blackbox simulations

 Computation of Pareto solution via multi-agent system approach

 Converges fast and solutions are close to Pareto front

 Approximation can replace costly simulation runs

 Requires knowledge discovery process [Lange‘16]
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