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The ”VaMEx - Valles Marineris Explorer” initiative is part of the DLR Explorer Initiatives. As such it is
an interdisciplinary research program funded by the DLR Space Administration aimed at developing new
concepts, algorithms and hardware for swarm-based exploration of the Valles Marineris on Mars. This
includes a hominid robotic platform (project VaMEx-VIPe), autonomous swarm navigation including ground
vehicles and UAVs (project VaMEx-CoSMiC) that rely on a local positioning and landing system(project
VaMEx-LAOLa) and orbital support (VaMEx-NavComNet) serving as a science data, telemetry and
telecommand relay between Earth and the in-situ elements and providing near real-time position updates
to the other elements.Real validation and verification tests for such complex navigation and exploration
systems are difficult, expensive and time-consuming because they require the availability of hardware as
well as realistic environments.In this paper, we present VaMEx-VTB, a virtual testbed (VTB) that has
been developed in the project of the same name. The VaMEx-VTB enables the verification and validation
of such large and complex interdisciplinary research projects during very early phases. The basic idea of
VaMEx-VTB is toprovide a common platform for all modules in combination with a sophisticated user
definable computer simulation. Consequently, it can serve as an integration and discussion hub during
the development process, thereby reducing expensive and time-consuming physical testing. The VTB
allows users to configure various aspects of the test scenarios and the test environment, such as physical
parameters,atmospheric conditions, or terrain features. This is essential especially for extraterrestrial
planetary missions that are difficult to reconstruct on earth. Finally, a sophisticated graphical feedback,
based ona state-of-the-art game engine, allows an easy and direct interaction of the engineers with the
test case sin the VTB.As a first use case, the VTB is adopted to serve as testing and integration platform
for the aforementioned projects of the VaMEx initiative. Our modular design based on ROS supports
consistent data access for all components. So far, we have implemented a realistic simulation of the relevant
environmental parameters and created an adjustable model of the Valles Marineris terrain, based on the
HiRISE data.Additionally, the VTB synthesizes realistic sensor input for several algorithms running on the
swarm elements. The modular design concept also qualifies the VTB to serve as a testing platform for other
extraterrestrial missions in the future.

keywords: Virtual Testbed, Validation & Verification, Virtual Reality, Simulation, Swarm Exploration,
Navigation
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1. Introduction

The goal of the VaMEx initiative, funded by the
German Aerospace Center (DLR) as part of the Ex-
plorer Initiatives, is the investigation of new tech-
nologies for the exploration of the Valles Marineris on
Mars. This Martian region is the largest connected
canyon landscape in the solar system with a length
of more than 4000 km. In the deep and protected ar-
eas of these canyons, it is possible to find valuable re-
sources like water or even signs of extraterrestrial life.
However, due to the ragged nature of the canyons, the
development of new technologies is required in order
to pursue exploration tasks in a robust, reliable and
autonomous manner.

The VaMEx initiative proposes to use a swarm of
different autonomous robots that complement each
other, including UAVs, wheeled ground vehicles and
walking robots, supported by a satellite in Mars orbit.
In a first phase, we focus on the development of con-
cepts, the hardware but also algorithms, e.g. to allow
a flawless cooperation of the individual elements. A
key feature for a mission consisting of an heteroge-
neous and autonomous swarm is a stable real-time
communication system.

The validation and verification of such a complex
mission, consisting of several interdisciplinary teams
with many communication interfaces to exchange dif-
ferent kinds of data, is nontrivial. Real-world field
tests for the individual parts are already expensive,
time-consuming and not very realistic, because the
environments on Earth differ significantly from the
environmental conditions on Mars. The logistical ef-
fort in performing real-world field tests to evaluate
swarm performance is considerable and out of reach
in terms of the financial resources.

In order to identify design gaps and inconsistencies
at an early stage of mission planning we have devel-
oped a novel virtual testbed (VaMEx-VTB) that sim-
ulates the communication interfaces, sensor input and
important physical properties of the local topogra-
phy in a virtual environment. This allows the project
partners to test the software components of their sys-
tems before a real-world field test, diagnose flaws and
correct them already at initial research stages. More-
over, our VTB allows to rebuild the Martian environ-
mental conditions and it supports a user-adjustable
modification of the terrain.

A main challenge for VaMEx-VTB are the large
amounts of data that have to be handled. Actually,
we have recreated a 3D model of 40km2 of the Mar-
tian surface based on digital terrain models (DTMs)
provided by HiRise.13 Moreover, we will present the

Fig. 1: An overview of the VaMEx mission: au-
tonomous wheeled rovers, UAVs, and hominid
robots supported by a ground-based localization
and navigation network and orbiters explore the
Valles Marineris on Mars.

integration of the different communication systems
where we guarantee a real-time simulation of the
data exchange between the individual VaMEx com-
ponents. Finally, the VaMEx-VTB is not only a desk-
top application, but the integration of virtual reality
technologies allows the engineers a more natural and
immersive interaction with the systems.

We will start this paper with a brief overview on
the individual parts of the VaMEx initiative, then fo-
cus on our novel verification and validation platform,
VaMEx-VTB, and finally, shortly highlight some of
the main features of VaMEx-VTB in the Results Sec-
tion.

2. VaMEx Overview

The VaMEx initiative consists mainly of four
parts to explore the unknown terrain of the Valles
Marineris: a swarm of unmanned aerial vehicles
(UAVs) and wheeled rover that can cover large
distances (VaMEx-CoSMiC), a hominid robot plat-
form to explore also hardly reachable places like
caves (VaMEx-VIPE), a ground-based localization
and navigation network (VaMEx-LAOLa) and orbital
support for global localization and communication
(VaMEx-NavComNet) (see Figure 1).

2.1 VaMEx-CoSMiC

The VaMEx Cooperative Swarm Navigation,
Mission and C ontrol (VaMEx-CoSMiC) project fo-
cuses on the swarm exploration using autonomous
rovers (see Fig. 2) and UAVs (see Fig. 3). The
main goals are the development of efficient algorithms
for surveying large areas without human supervision.
The different vehicles are equipped with different sen-
sor types, such as inertial sensors and monoscopic
and stereoscopic cameras. Swarm communication is
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Fig. 2: A physical model of the wheeled rover devel-
oped as part ofVaMEx-CoSMiC.

Fig. 3: A physical prototype of the UAV developed
as part of VaMEx-VIPE.

used for the distributed simultaneous localization and
mapping (SLAM). Beyond the goal of using the sen-
sor output for the navigation of the VaMEx-CoSMiC
vehicles, it is used to create a map of the explored
terrain and made available to other members of the
VaMEx swarm.

2.2 VaMEx-VIPE

For an extensive exploration of the Valles
Marineris, a robotic platform that can move within
the fissured rock formations and navigate in caves and
crevices that are unreachable by the rovers of VaMEx-
CoSMiC is desired as part of the heterogeneous team.
The hominid robot Charlie10(see Figure 4, developed
by DFKI, closes the remaining gap in the swarm (see
Fig. 1).

To put the project into practice efficiently and
cost-effectively, expertise and hardware built in pre-
vious projects from different areas, such as deep-sea

Fig. 4: The physical model of the hominid robotic
platform Charly developed in VaMEx-VIPE.

robotics,2,9, 12 was used. Charlie, a four-legged walk-
ing robot, is well suited to overcome difficult terrain
due to its light and highly integrated construction
and agility. In addition, the tactile sensors are pow-
erful tools in many applications.1 In order to keep
the weight of the robot platform low (important for
the agility and transport costs of the system), only
light sensors were used.

Visual navigation is a very suitable technology
based on light, passive sensors, which allows a reli-
able position determination due to the high redun-
dancy but usually requires a robust semantic repre-
sentation of environmental objects and features like
described in.8 In contrast to radio-based positioning,
no (visual) connection to other swarm participants is
necessary. The position determination based on con-
tinuous visual odometry using a stereo camera, as it
is used for the rovers and flight systems, can only be
applied to a limited extent to Charlie. Especially in
areas with low brightness, the exposure times would
be too long or would require a continuous, and thus
resource-intensive, illumination.

Particularly when overcoming a rugged terrain, it
is crucial to place the legs of the walking robot pre-
cisely on stable surfaces.17 In order to make this
possible, a proprioceptive approach was researched
that uses tactile sensors to record body position and
movement in space and converts them into position
information. This is a prerequisite for motion plan-
ning and reactive motion control, which makes it
possible to overcome obstacles. By merging tactile
data with visually-perceived surface structures such
as edges and gaps, these two technologies complement
each other to form a very promising approach for re-
liably pursuing exploration tasks in topographically-
challenging areas.
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The reactive motion control in Charlie was ex-
tended by further behavior modules, so that a safe
locomotion over leveled and uneven ground as well
as the overcoming of obstacles with the robot could
be shown. In addition, an algorithm for optimal
foot placement was developed. This adaptive foot-
placement algorithm makes it possible to find an op-
timal foot contact point for each leg either between
or including various obstacles with the help of a lo-
cal map. It has to be mentioned that this is not a
purely planning-based control of the robot. The re-
active walk control is maintained, the planning level
is only allowed to write offsets on the respective walk-
ing pattern of the different legs. This procedure takes
place in real time and extends the robot’s mobility in
that it is not necessary to stop on uneven ground or
in front of obstacles in order to plan the next steps.
Even if the ground does not behave as expected (e.g.
due to the flexibility of an obstacle, where a contact
between foot and obstacle has been planned into the
step cycle), the robot is able to continue its locomo-
tion stably due to the permanently active reactive
control level.

2.3 VaMEx-LAOLa

The goal of the VaMEx-LAOLa (Lokales Ad-hoc
Ortungs- und Landesystem∗) project is to provide
systems for the communication between the individ-
ual members of the swarm, as well as enabling a local-
ization to determine their positions relative to other
swarm members. The local position is important for
the coordination of the swarm members and to find
the way back to the lander. The accuracy of the local
reference frame is higher than that of the global refer-
ence frame. The system is based on a set of beacons
that are equipped with Frequency Modulated Contin-
uous Wave (FMCW) secondary radar. For the com-
munication, the beacons contain additionally a 2.4
GHz module.

2.4 VaMEx-NavComNet

The VaMEx-NavComNet (Nav igation and
Communication Network) has the concrete aim of
serving as as a science data, telemetry and telecom-
mand relay between Earth and the in-situ users,
as well as a cross-communication relay between
users, but also providing a near real-time positioning
system for surface, aerial and (potential future)
space-based users. An ideal solution would consist
of four satellites dispersed at different altitudes,3

ranging between 800 and 1200 km, and orbital

∗German for: local ad-hoc localization and landing system

Fig. 5: High-level overview of VaMEx-VTB struc-
ture.

inclinations up to 35 degrees, allowing for data
exchange volumes of up to 300 Mbits per Sol (or
Martian day). We are currently investigating more
cost-efficient solutions consisting of a single satellite
or nano satellites.

3. VaMEx-VTB

Virtual testbeds are already successfully used
in fields like autonomous automotive development,7

physically-based automotive control,6 supply chain
planning4 but also planetary exploration.15,16 In
general, virtual testbeds are software solutions that
enable the validation and verification of arbitrary
simulation models in user-definable virtual environ-
ments. They mainly help to reduce the need to build
expensive physical prototypes by moving, especially
early testing, into a pure virtual simulation environ-
ment. Consequently, VTBs reduce development time
and cost significantly. Moreover, VTBs can be used
as a common development and evaluation platform.11

The main goals of VaMEx-VTB are:

• to serve as a common validation and verification
platform for the VaMEx initiative,

• to simulate all relevant environmental aspects,
including sensor synthesis, distribution of re-
sources, collision detection,

• to deliver immersive natural interaction with the
system and to provide a highly detailed graphical
feedback,

• and to allow extensions and exchangeability of
the individual parts of the system.

In the following we will briefly sketch some design
details and discuss the features of VaMEx-VTB with
respect to the requirements defined above.
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3.1 General Design

Figure. 5 provides a broad overview on the de-
sign of our virtual testbed. One core element of our
VaMEx-VTB is a high-end visualization in combina-
tion with the possibility of virtual reality (VR) in-
teraction. We decided to use a state-of-the-art game
engine, the Unreal 4 Engine, that supports the most
modern visualization effects and has an integration
for a large amount of VR hardware devices.

Moreover, we have manually created a 40km2 ter-
rain of the Valles Marineris based on data available
from the NASA. However, the accuracy of the data
is limited, hence we included the possibility to eas-
ily add surface details. For instance, our systems
supports simply painting the specific terrain type
(e.g. sandy, rocky, etc) directly on the surface. This
includes also different texturing and even different
physical properties for the simulation depending on
the terrain type.

In order to connect the individual VaMEx com-
ponents, which are predominantly implemented in
the widely used robot operating system (ROS),14 to
the VTB we integrated and extended an interface to
ROS. More specifically, the VTB establishes a con-
nection to a ROSbridge server5 via a websocket to
which the components can register to receive and
send data. This fast ROS interface allows a simple
modular design of practical relevance while maintain-
ing real-time capability of our VTB.

The system architecture was designed according
to the component-based software architecture, which
is also favored by the Unreal-Engine. This makes
it possible to create the swarm units as a plug-and-
play system, which each sensor or even behavior as a
component that can easily be attached to it.

3.2 High-Level Architecture

Basically, our VTB consists of two separate parts
(see Figure 5): first, an installation of ROS, contain-
ing all algorithms and software-components of the
partners packaged in self-contained ROS-nodes and
second, an Unreal Engine-project that contains the
visualization, the interaction, and the simulation of
the swarm units including the virtual sensors. We
call this part the simulation.

The two parts are connected by ROSbridge which
provides an interface for ROS that is accessible via a
network connection. This means that the two parts
of the VTB can be housed on two entirely different
computer systems: for instance the ROS system can
be set up on a central computer accessible to all part-
ners in the VaMEx-initiative and every partner can

Fig. 6: Components and data-flow in the ROS-
system.

run the Unreal-part on their computers to visualize
and interact with this central ROS system. This is
also important for security and supports intellectual
property management. For development and test-
ing purposes a setup using a virtual machine running
ROS on a Windows system which is running the sim-
ulation is the easiest option though.

3.3 Components in ROS

Figure 6 shows all ROS-nodes and their inter-
action with the other nodes, including the simula-
tion via the ROSbridge. All rectangles in the cen-
ter represent ROS-nodes, which can also contain
other ROS-nodes, like the vamex_vtb-node. The
vamex_vtb-node contains all nodes that can are ac-
cessible from the Unreal part. That includes nodes to
convert the depth-measurements sent by the virtual
Lidar into point clouds (all nodes up to and including
pcl_3d_builder), a node that converts ground-truth
odometry send by the simulation into imu-data and
adds some noise to it, a node containing the SPICE-
kernels simulating the orbits of the orbiters, and a
node containing the algorithms developed in VaMEx-
LAOLa.

The exploration_manager-node contains the ex-
ploration strategy developed by VaMEx-CoSMiC,
which has to be started after the simulation. It sup-
plies an environmental process for the swarm-units
to explore and the simulation to visualize, and goal-
points for the swarm-units to make measurements at.

The bottom-most node, vipe_slam, contains the
ORB-SLAM2 algorithm that is used in VaMEx-VIPE
with a few modifications. This is not included in the
vamex_vtb-node even though it needs to be started
before the simulation as it needs to be run as its own
application (it is not a ROS-node in the sense that it
cannot be started by ROS, but it communicates with
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Fig. 7: Actors, Components and data-flow of the
swarm-units in the simulation. Data flows from
left to right along the arrows. The swarm-units
(UGV, Charlie and UAV) use components to add
functionality.

ROS).

3.4 Architecture of the Simulation

The simulation can be split into three parts: the
swarm-units, the support-units and the environment
(see Figure 7). In the following sections we will detail
the architecture of the swarm-units and the support-
units. The environment, i.e. the terrain, rocks and
other features of the landscape, and the sky, is han-
dled completely by the Unreal Engine and is therefore
not part of the architecture itself.

3.4.1Architecture of the Swarm-Units

The swarm-units and their components are de-
signed with re-usability in mind. Most of a swarm-
unit’s abilities are encapsulated in components which
can be programmed once and then used on any
swarm-unit. This results in a plug-and-play-like ar-
chitecture where new functionality, like virtual sen-
sors or visualizations, can be added, removed or just
moved on a robot whenever needed.

The SimulationSystem is implemented as a
GameInstance, which is a central component of the
Unreal Engine. When the simulation is started,
the Unreal Engine creates an instance of the
SimulationSystem, which in turn spawns all swarm-
units and arranges them around the origin of the
scene. The visualization-components (that are lo-

Fig. 8: Actors and components of the support-units.

cated in the green rectangle of Figure 7) have a
common interface to make it easy to hide and show
them and make them invisible to all ROSCamera-
components, which simulate certain kinds of cameras
and should not picture, for example, the point-clouds
generated by the ROSLidar-component and shown by
the PointCloudVisualization-component.

The ROSLidar-, ROSCamera-, and ROSPosition-
components synthesize ground-truth sensor outputs,
specifically of a Lidar, a RGB(D)-camera, and an
odometry-sensor respectively. The Lidar can also vi-
sualize the plane it is currently scanning, which is en-
capsulated in the LidarVisualization-component.

3.4.2Architecture of Support-Units

The support-units fulfill a variety of tasks within
the VTB and the VaMEx-swarm in general. In-
stead of one class spawning all these like the
swarm-units, each type of support-unit has its own
spawner-class. This provides more flexibility and
encapsulates the individual subsystems better. The
beacons, which are spawned according to the settings
in the BeaconSpawner, are used by LAOLa as static
landmarks for their localization algorithms. They are
used by the LAOLALocalization-actor to generate
the messages that are send to the LAOLa-algorithms
in ROS.

The OrbiterSpawner-actor spawns a set of
Orbiter-actors with settings that can be specified
in the spawner, for example a scaling factor. The
orbiters then get their position from their respective
ROS-topic. The ProcessVisualizer-actor uses two
ProcessComponents to visualize the ground-truth
and estimated environmental process as sent by the
ExplorationManager in ROS.

Finally, the Clock-actor is a very simple class that
sends out the simulations ”official” timestamp ev-
ery frame. This timestamp needs to be used by
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Fig. 9: The line-of-sights connecting the VaMEx-
LAOLa beacons.

Fig. 10: Visualization of the process to be measured
by the swarm in VaMEx-VTB.

ROS-nodes that, for their measurements, rely on the
current time, for example the vamex_orbiter-node.
This makes it possible to accelerate the time (time-
warping) in the simulation and see the orbiters fol-
lowing their orbits much quicker.

4. Results

We have implemented our VTB with the Unreal
Engine 4, mostly in C++. In this section we will
present you some of the highlights of our actual im-
plementation for the validation and verification of the
VaMEx swarm algorithms. Our VTB offers inter-
faces for all VaMEx sub-projects: VaMEx-LAOLa,
VaMEx-VIPE, and VaMEx-CoSMiC. Moreover, our
VTB, especially the VR port, serves as common plat-
form for the discussion of future developments.

In our VTB, a user specified arbitrary number of
vehicles, i.e. UGVs, drones, UAVs and Charlie robots
can be spawned. Paths for all swarm members can
be easily set via the Exploration Manager provided
by the DLR IKN. We currently use the build-in path-
finding algorithm from Unreal, however, this can be
easily improved in the future, thanks to our modular
design.

We have created a large exploration area of 402

km. The basic surface was derived directly from

Fig. 11: Different camera views on the same screen:
a Visualization of the Lidar point cloud and the
RGB image of the rover’s camera.

Fig. 12: Highly detailed model of the terrain of Valles
Marineris.

Fig. 13: A blue ghost model shows the expected po-
sition of the real rover.
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Fig. 14: Ellipsoidal error visualizations help to iden-
tify uncertainties of the rover’s pose.

Fig. 15: As a second use case for our VTB we have
implemented a very preliminary mission to ex-
plore the moon.

Fig. 16: The user can physically interact in VR with
our VTB e.g. knock over a rover to simulate an
accident.

the HiRISE camera that offers an accuracy of only
1m/pixel. We further populated the surface with
high resolution textures and different physical behav-
ior. The textures were created manually, however, we
offer a simple tool to adjust the terrain by simply
painting different pre-defined terrain types (sandy,
rocky, etc.) and clutter on the surface. Our model
also includes overhangs and caves (see Figure 12) and
a semi-realistic sky-box based on different pictures
taken by existing Mars rovers. The VTB simulates
a day-night-cycle in Mars time in real-time, however,
the simulation can be also accelerated by a factor of
up to 4096. Additionally, we have created a first pro-
totype pf the Moon surface that is required for the
EFRE innovation project3D4Space (see Figure 15).

The UGVs as well as the Charlie robots are both
fully physically simulated (e.g. they can turn over)
and directly react to the surface model Moreover, our
VTB supports the synthesis of Lidar and IMU data
as well as RGB(D)-images. The synthesis is imple-
mented accurately: for instance, for the Lidar used
by the CoSMiC rovers we do not recycle RGBD-
images because of the distortions that are typically
produced by converting quadratic images to global-
shaped scans. Instead, we use ray tests including the
simulation of the actuator rotation.

The simulated sensor data is obviously send to the
individual modules via ROS, however, it can be ad-
ditionally overlayed to the terrain. Also, additional
camera views are supported (see Figure 11) to display
this kind of data separately. Furthermore, it is possi-
ble to show the line-of-sights of the VaMEx-LAOLa
beacons (see Figure 9) and to display environment
color-coded environmental information gathered by
the VaMEx-swarm (see Figure 10). In order to eval-
uate the accuracy it is often helpful to get visual feed-
back inside the VTB: our VaMEx-VTB supports e.g.
the colored ghosts that show differences of the ex-
pected pose by VaMEx-LAOLa of the vehicles to the
ground truth (in the simulation)(see Figure 13). In-
coming poses can be shown with color coded ellipsoids
(see Figure 14). Further uncertainty visualizations
are implemented for LAOLa, orb-slam and IMUs, to
name but a few. Obviously, these additional visu-
alizations (paths, ghosts, etc.) are invisible to the
ROS-camera synthesis.

The simulation is accessible to the users in several
ways. For instance, on a traditional 2D PC system
all swarm units can be selected by a mouse cursor
and we have realized a sophisticated menu system
for interaction and visualization of swarm units and
other data. Visualizations can be toggled on or off
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for the selected swarm unit or all units of the se-
lected type or globally. Moreover, we have integrated
a VR mode for different VR devices, including all
head mounted displays (HMDs) and interaction de-
vices that are compatible with the Unreal engine but
we have also ported it to our Powerwall that allows a
larger audience to view and interact simultaneously
with the VTB. In VR we support e.g. teleporting for
the movement and basic physical interaction with the
swarm units with the controllers (see Figure 16).

5. Conclusions and Future Works

We have presented a brief overview on the VaMEx
initiative for the swarm-based exploration of the
Valles Marineris on Mars and in particular, we have
introduced VaMEx-VTB, a virtual testbed for the
verification and validation of complex planetary sur-
veying missions. The main idea is to combine a mod-
ular software design with the flexibility and high-end
graphics of a modern game engine and the connection
to ROS via a ROS-bridge adapter. Our VTB sup-
ports the simulation of several sensor types in real-
time, enhanced visualization modes including differ-
ent camera views, point clouds and uncertainty mea-
sures and an immersive and interactive exploration of
the scenario in VR. Finally, we have created a real-
istic and highly detailed model of Realistic Mars 402

km of the Valles Marineris that can be easily adjusted
by simply painting terrain types on the surface.

We are confident that the modular and future-
proof design of our VaMEx-VTB qualifies it to serve
as a testing platform for other space projects, es-
pecially for planetary surface exploration scenarios.
A first application is already planned for 3D4Space.
Additionally, we also want to include more advanced
features like dust- and sunflare-effects for the ROS-
camera model, a basic weather simulation of the Mars
to enable dynamic processes such as dust devils or
sand storms. Moreover, we plan to enhance the basic
physics simulation to support also effects such as bat-
tery drain, weather effects or wheel tracks. Finally,
the navigation and communication technologies re-
searched within the VaMEx initiative are of interest
for future missions.
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