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Abstract. In clinical practice, medical imaging technologies, like com-
puted tomography, have become an important and routinely used tech-
nique for diagnosis. Advanced 3D visualization techniques of this data,
e.g. by using volume rendering, provide doctors a better spatial under-
standing for reviewing complex anatomy. There already exist sophisti-
cated programs for the visualization of medical imaging data, however,
they are usually limited to exactly this topic and can be hardly ex-
tended to new functionality; for instance, multi-user support, especially
when considering immersive VR interfaces like tracked HMDs and nat-
ural user interfaces, can provide the doctors an easier, more immersive
access to the information and support collaborative discussions with re-
mote colleagues. We present an easy-to-use and expandable system for
volumetric medical image visualization with support for multi-user VR
interactions. The main idea is to combine a state-of-the-art open-source
game engine, the Unreal Engine 4, with a new volume renderer. The
underlying game engine basis guarantees the extensibility and allows for
easy adaption of our system to new hardware and software developments.
In our example application, remote users can meet in a shared virtual
environment and view, manipulate and discuss the volume-rendered data
in real-time. Our new volume renderer for the Unreal Engine is capable
of real-time performance, as well as, high-quality visualization.
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1 Introduction

Computed tomography (CT) is a vital examination tool in medicine, especially
for radiologists, and widely used in clinical practice. Its use cases range from
diagnosis and therapeutics to preventive medicine and screening of diseases. CT
images are, for example, commonly used for visualization purposes in tumor
board reviews or for postmortem imaging in forensic pathology. 3D visualization
of the CT data is rarely taken advantage of yet. However, it is slowly getting more
important. Due to rising processing power and continuous research in algorithms
and rendering techniques, faster and more advanced 3D visualization techniques


https://cgvr.informatik.uni-bremen.de

2 R. Fischer et al.

are developed. The main benefit is the more intuitive, three-dimensional visu-
alization of the data. This makes it easier and faster to get an overview of the
data and an understanding of the spatial relations, volumes, and general lay-
out of the depicted objects. This is helpful for analyzing complex anatomy or
conveying medical situations in an easy-to-understand way. Typical 3D visu-
alization techniques are maximum/minimal intensity projection (MIP/MinIP),
surface shaded display (SSD), also called indirect volume rendering, and direct
volume rendering (DVR). SSD shows opaque three-dimensional surfaces, called
isosurfaces, of specific objects or organs in the volume data determined by a
density-dependent segmentation. DVR accounts for the possibility of multiple
tissue types per voxel and maps the densities to opacities and colors using trans-
fer functions. This results in a semi-transparent rendering [S19].

Currently, both 2D and 3D CT reconstructions are typically viewed on 2D
screens or projectors, which limits the advantages of volumetric visualizations.
On the other hand, Virtual Reality (VR) devices such as the HTC Vive become
popular in many fields as they provide immersive stereoscopic visualizations with
intuitive user interfaces and novel cooperative multi-user capabilities. VR offers a
natural progression over previous 2D telepresence tools and leads to a new quality
of collaborative work, as users can meet and intuitively interact with virtual
objects as well as with each other in a shared virtual 3D environment. This
makes VR an important tool for the entertainment industry but also industrial,
educational, and medical applications. For example, a current trend is to use VR
for simulators in which users can be trained and educated realistically and in a
safe virtual environment (e.g. laparoscopy, heart surgery, and even orthopedic
operations [I5]). These benefits and the increasing display resolutions of newer
headsets make VR, in general, and multi-user VR particularly, well suited for use
cases like inspection and discussion of volumetric medical data and corresponding
3D visualizations as part of diagnosis or pre-operative planning [21].

VR applications and their virtual environments are typically created and
powered by 3D graphics engines like Unity or the Unreal Engine which provide
features such as high-quality graphics and automatic VR integration. However,
they are usually mesh/polygon-based and, out of the box, do not support volume
rendering.

We propose a system based on the Unreal Engine 4 in which multiple users
can collaboratively inspect and interact with volume-rendered CT data in real-
time within a VR environment resembling an operating room. For this purpose,
we combine mesh- and volume rendering into an immersive multi-user applica-
tion. This includes a custom direct volume renderer for the Unreal Engine and
several optimization and lighting techniques to achieve real-time performance as
well as a good visualization quality. Additionally, we have developed a custom
pipeline for processing CT images allowing easy and effective visualization of
multiple windows in parallel.
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2 Related Work

Volume rendering is a promising tool for medical visualization as it proved to be
useful for planning of surgical treatment of nasal bone fractures [27], acetabular
fractures [29], virtual endoscopy [I6] or the visualization of complex anatomy
such as the ossicular chain in chronic suppurative otitis media [I2]. Recently,
a direct volume rendering approach for serial PET-CT scans that preserves
anatomical consistency was presented [I4]. The high computational effort of di-
rect volume rendering can be mitigated by algorithmic optimizations, e.g., early
ray termination and empty space skipping [25]. Also, the visual quality can be
improved, e.g., by applying local ambient occlusion [I3]. Berger et al. [2] have
shown that the novel, more complex cinematic rendering technique provides a
superior visualization to the classic volume rendering using ray casting, how-
ever, the significantly slower computation is still a challenge. Ryan Brucks [3]
developed a custom volume rendering implementations for the Unreal Engine 4,
however, it is only rudimentary and not designed for medical data, leading to
artifacts.

Several evaluations show that VR can be beneficial in a wide range of medi-
cal applications, foremost simulators for training of different surgical procedures
[I723]. Often, medical imaging plays a central role in these applications: e.g.,
Maloca et al. [I9] proposed an OpenGL-based immersive VR system for real-
time volume rendering of Optical Coherence Tomography data. An accompa-
nying study suggested that it could be helpful for education and preoperative
planning. Similarly, Scholl et al. [26] developed a medical VR application for
3D visualization based on volume rendering. Real-time performance is achieved
by the use of several acceleration and optimization techniques. Adams et al. [1]
used the Unity 3D engine to develop an immersive VR application for medi-
cal imaging in which CT images and corresponding, segmented 3D models can
be viewed and manipulated. Magdics et al. [I8] also used Unity to develop an
educational VR application in which volume rendering is used for visualizing
Nasal Cavities. Faludi et al. [T1] presented a VR application that uses not only
direct volume rendering but also haptic rendering of medical data. However, non
of these systems support multiple users or collaborative work, which is another
popular and promising research area.

Regarding collaborative medical VR, Cecil et al. [4] developed a system for
orthopedic surgery. Similarly, Paiva et al. [22] presented a VR simulator for sur-
gical team training. Chheang et al. [5] proposed a promising collaborative VR
system for planning and simulation of laparoscopic liver surgery, Christensen et
al. [0] positively evaluated the feasibility of team training in VR for robot-assisted
minimally invasive surgery, and Elvezio et al. [I0] designed a VR system for col-
laborative symmetric and asymmetric interactions and found that low latencies
(below 15 ms) are crucial for effective collaboration. These works, however, do
not feature 3D visualization of CT data.
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3 Owur Approach

The goal of our system is to combine the benefits of collaborative VR and medical
3D visualization to an immersive, interactive application based on a modern,
extensible open-source 3D game engine, specifically the Unreal Engine 4. As the
engine does not support volume rendering out of the box, we have developed
and integrated a ray-marching-based volume renderer, based on Ryan Brucks’
rudimentary implementation [3], focusing on a good trade-off between speed and
visual quality.

We have decided to use the Unreal Engine 4 for several reasons: first, it
is known for its high graphical fidelity, second, it supports most available VR,
devices like the HT'C Vive with a platform independent interface, and it has net-
working capabilities included. Moreover, due to its open-source implementation,
it can be easily extended with native C++ programming but also offers an easy
graphical programming interface via Blueprints. We decided to directly bene-
fit from Unreal’s networking architecture, hence, we use a client-server model
enabling users to host and join sessions via a lobby system, whereby the first
client acts also as a server. An overview of the whole system design is shown in

Figure
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Fig.1: System architecture of our application. The first client acts also as a
server.

The CT data requires a preprocessing step to be loaded into the Unreal
Engine. The processed data can be rendered seamlessly into the polygonal scene
using our shader-based direct volume rendering solution. Our DVR, approach
achieves real-time performance guaranteeing a smooth VR experience. In the
following, we will describe the individual parts of our system in detail.

3.1 Direct Volume Rendering

In order to visualize the CT data in our Unreal Engine-based virtual environ-
ment, we opted for a direct volume rendering approach based on ray marching.
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Our pipeline is specifically designed for the visualization of CT data, thus, the
first step is to read and process the CT DICOM files in a preprocessing phase. To
map the density to opacity, we employ multiple, freely adjustable, default win-
dows with corresponding transfer functions. The advantage of having multiple
windows is that each feature captured by a window can be visualized with high
contrast. To store the windows in a single grayscale image (8 bit) we decided
to blend the windows similar to the RADIO algorithm by Mandell et al. [20],
which maintains the relative attenuation relationships between the fundamental
anatomic densities and thus accommodates radiologists and their expectations.
Figure [2| depicts the underlying concept. However, any other blending algorithm
would be compatible too. Additionally, the volumetric data set has to be trans-
formed into a format suitable for import and further processing in the Unreal
Engine, therefore, we arrange the individual 2D slices of the volume sequentially
into sequence maps (see Fig. [3)).

We have implemented the ray casting directly in a pixel shader. We use a unit
cube as a geometrical proxy mesh and reconstruct the volume coordinates from
the generated sequence maps. In order to avoid artifacts of box-aligned samples
(left diagram in Fig. , we align the first sampling points to stacked view-aligned
planes instead (middle diagram in Figure . Additionally, we precompute the
sampling step length and the maximal number of samples fitting in the volume
outside of the ray casting loop to reduce overhead. The calculation is based on the
CT data set’s proportions, the ray’s accordingly adjusted starting position, and a
user-adjustable factor allowing for arbitrary changes to the sampling rate. More
details about the aforementioned handling of the sequence maps and the general
sampling procedure can be read in Ryan Brucks’ volume rendering guide for the
Unreal Engine 4 [3]. We provide the possibility to apply stochastic jittering and
a 2x2 ordered grid supersampling to improve the visual quality (see the right
diagram in Fig. [4)) .

Regarding convincing yet fast shading and shadowing, we opted to imple-
ment a couple of different and not too complex local illumination methods and
compare the visual results. Firstly, at each sample position, we cast shadow rays
to determine the amount of occlusion. For this purpose, we dynamically track
the position of multiple light sources. This method enables proper self-shadowing

u 2D sequence map

3D vaxel volume Eﬁ (®
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Fig.2: Window blending according to the Fig.3: Right: sequence map of
RADIO algorithm. Left: bone, lung, soft CT slices. Left: corresponding re-
tissue windows. Right: blended CT image. construction in the shader.
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Fig.4: Sampling positions in the volume. Left: in the naive approach the start
sample positions align with the box mesh and cause patterned artifacts through-
out the volume. Middle: sampling positions on equidistant view-aligned planes.
Right: the sample positions are additionally jittered along the ray axis.

from multiple dynamic lights, however, is rather computational expensive. There-
fore, we lower the shadow rays’ sampling frequency in contrast to the primary
rays’. Secondly, we implemented the classic Blinn-Phong shading model that is
evaluated at each sampling position. It is rather cheap to compute and enables
local lighting approximation by diffuse and specular reflections which can be
configured on a per-material-basis. We approximate the needed surface normals,
which are not present in CT data, based on the local gradient using the central
differences technique in the preprocessing phase. Lastly, we also implemented
volumetric local ambient occlusion (LAO). Here, the sampling point is shaded
based on the amount of occlusion, which is estimated by the opacities of the
local neighborhood. This method can be used to prevent full shadows, which
may obscure fine details. Another advantage is that it is not based on gradients,
which are often not well defined (e.g. in homogeneous regions) and susceptible
to noise. Algorithm [I| outlines the raycasting process.

To increase the performance, we reduce the number of samples being taken
by early ray termination and empty space skipping using an octree. We construct
the octree using a pointer-free branch-on-need strategy and encode it in a texture
during the preprocessing phase, as the data is static. During sampling, the octree
is traversed top-down similar to the parametric approach described in [24].

Algorithm 1 Shader-Based Raycasting

for each pizel (in parallel) do

compute firstSamplePos and mazxzSamples

while maxzSamples not reached and accumOpacity below 1 do
sample position using opacity sequence map
calculate base color depending on opacity
update accumOpacity by composition with sample opacity
evaluate selected lighting method(s) and update color
update accumColor by composition with sample color
increment sample position
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3.2 Collaborative VR

Generally, we made use of Unreal Engines polygonal and stereo rendering capa-
bilities and VR support to build our application. To create a believable virtual
environment, thus, enhancing the immersion and the experience for the users, we
build a 3D scene resembling an operation room in which the users can interact.
Similarly, users are represented by static mesh avatars modeled after doctors in
a medical outfit. Our avatars consist of separate models for the head and hands;
their corresponding positions are tracked directly by the HMD and the accompa-
nying controllers. To avoid issues with possibly faulty and distracting animations
by inverse kinematics, we refrain from using whole-body skeletal meshes. Each
user can be identified by a personal name shown over the avatar. Figure [f| shows
a session with three users inspecting the CT data in the virtual operating room.

Fig. 5: Several networked users inspecting the 3D visualized CT data in a shared
virtual environment.

We included a lobby system with which users can create or search for active
sessions, or alternatively join one via a known IP, thus, enabling multiple of these
virtual shared environments to exist in parallel. Also, although VR usage is our
main focus, VR and non-VR users can mix and collaborate without restriction
as we have implemented movement and interaction metaphors for both of them.
For example, we implemented physical 3D buttons placed in the scene for VR
users and keyboard shortcuts for non-VR users to manipulate properties of the
3D visualization. To reduce the latency between user input and perceived action,
which has been shown to be crucial for a positive user experience in previous
studies [28], all (inter)actions from users are executed locally first, before being
sent and replicated on the server, from which they are finally broadcasted to
all remaining users. Furthermore, the Unreal Engine provides some additional
latency optimization techniques which help to minimize and stabilize the time
needed for communication between client and server.
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As a locomotion metaphor for VR users, we decided to use the classical tele-
portation approach, in combination with room-scale locomotion, as it minimizes
the occurrence of motion sickness [7]. A problem arising from using teleportation
in a multi-user environment is that the actual process of vanishing and reemerg-
ing somewhere else will be confusing for observers as it resembles the typical
effects of a slow network connection or network errors. Therefore, we have im-
plemented a particle effect, to highlight the deliberate action of the teleportation
process.

To allow for collaborative work between users, we replicate not only their
avatars but also the complete state of the 3D visualization of the CT data, mak-
ing it a single shared object in the scene which is rendered from the individual
users’ viewpoint. It can be grabbed, moved, and rotated freely and naturally
using the controller for optimal (re)view (see Fig. @ Non-VR users, however,
can rotate the object via an orbiting mode. To keep it simple, we do not restrict
concurrent manipulation, which internally would be executed sequentially, as
users can coordinate themselves. The replicated hands in VR make it easy to
point specific spots or areas in the 3D visualization and to make gestures, which
help in discussing the data, show findings, or plan interventions.

Fig. 6: Several images illustrating how the 3D visualization can be grabbed and
freely be moved and rotated for a better view. The background was hidden in
the image in the bottom-right.

In addition to the 3D visualization of the medical data, users in our applica-
tion have the possibility to view accompanying 2D images, e.g. the raw CT data,
on a virtual TV in the operating room scene. This may be useful if there is a
need to quickly check for specific fine details not visible in the 3D visualization.
Finally, the complete scene bar the 3D visualization can be dynamically hidden,
resulting in a black background, for an undistracted contrast-rich view.
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4 Results

We have evaluated the quality as well as the performance of the main aspects of
our approach. In order to show the quality of our volumetric renderer, we visually
compare our results to two competing visualization tools. Additionally, we did
extensive measurements regarding the performance under various conditions,
e.g. different lighting models and optimization methods. For the evaluations, we
used several real-world CT data sets obtained by a hospital. The number of slices
varies between the data sets and ranges from 47 to 317. We have developed and
tested our work based on the Unreal Engine 4.22. Figure [7] shows our volume
renderer with different active windows. In the left image, only the bone window
is applied. The middle image depicts, among others, inner structures of the liver,
small intestine, colon, and skin. Finally, in the right image, all three windows
(the third one being soft tissue) are simultaneously visualized. Our DVR is able
to effectively render single materials like the bone as well as compositions of
multiple materials simultaneously, and thus, the complete range of CT data.
This helps in conveying the spatial relationships between organs and getting a
good understanding of the data.

(b) (c)
Fig. 7: Our volume renderer applied to a CT data set using different windows:

bone (a), bowel and skin (b), and soft tissue, combined with the previous win-
dows (c).

Figure [8] depicts our renderer with the different lighting settings. The left
image shows a bone window using only shadow rays. Self-shadowing can be seen
which helps in conveying depth, however, because of the limited sampling rate
for shadow rays, the shadows are coarse and imprecise. In the middle image, we
switched on the Blinn-Phong lighting model. A possible issue with this technique
is, that, depending on the position of the light source relative to the visualized
object, areas may lie completely in the shadows, and thus, can be hard to in-
spect if no additional ambient lighting is applied. The right image, however,
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shows the combination with the local ambient occlusion technique. This combi-
nation circumvents the problem of full shadows and results in the best lighting.
The transition between being in complete light and full shadow is the most
fine-granular and accounts for the local neighborhood providing the best depth
perception and understanding of object shapes.

(a) (b) ()

Fig.8: Our volume renderer using different illumination methods: shadow rays
(a), additional Blinn-Phong lighting (b), both combined with LAO (c). As can
be seen, the latter enhances the depth perception by superior shadowing.

Figure El illustrates a comparison of our renderer (first image) with the com-
mon visualization tools RadiAnt DICOM Viewer in the standard 3D volume
rendering mode (second image), and the Visualization Toolkit (VTK) with max-
imum intensity projection as a composition scheme (third image). The compar-
ison shows that our renderer generates visualizations which are very effective in
conveying a perception of depth and giving a clear and understandable overview
of the data set as a whole. At the same time, our renderer produces precise,
plastic visualizations of the individual materials. VTK uses MIP which results
in relatively flat images with missing details. The advanced lighting and shading
of our renderer make the assessment of the spatial relations between the objects
easy. Although the results by RadiAnt are very good too, they tend to exhibit
slightly stronger artifacts and a simpler shading is used.

A performance evaluation was done on a PC with Windows 10, Intel Core i7
4790 CPU, Nvidia Titan V graphics card, 32GB of system memory, and a Full
HD monitor. To perform the measurements, we used the native GPU profiler of
the Unreal Engine and took the average of multiple runs.

Figure [I0]shows the performance of our renderer and the influence of factors
such as the number of slices and different lighting methods. In all cases, our
renderer outperforms the rudimentary volume rendering solution by Ryan Brucks
[3], independent of the chosen lighting models. Actually, we achieve real-time
performance for VR in all our test cases.
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Fig.9: Comparison of our volume renderer (a) with the visualization tools Ra-
diAnt using 3D volume rendering (b) and VTK using maximum intensity pro-
jection (c).

Additionally, we have evaluated the efficiency of our octree implementation
for empty space skipping. With the octree, we measured performance improve-
ments for all test data sets of up to 49.4 %. The average improvement was
14.7 %, while the empty space ratio varied between roughly 45 % and 55 %, ex-
cept for one data set with only 36 %. This shows that our octree implementation
is effective in increasing the performance, especially for high-slice data sets.

Finally, we have measured the network performance, specifically the latency.
However, in order to get objective and comparable results, we avoided a real
internet transmission that is highly dependent on individual factors such as the
connection quality or the distance. Instead, we set up client and server on two
different computers which were connected via a router and measured the round
time of the network messages from client to server and back. The average time
was 16.8 ms with a standard deviation of 1.6 ms that is added by our system.
Obviously, in case of an internet connection, additional latency have to be added.
To conclude, our application is very well suited for collaborative work as actions
form other users are replicated quickly. Accordingly, the user feedback, regarding
the multi-user VR experience as well as the medical visualization, is very positive
so far.

5 Conclusion and Future Work

We have presented a multi-user virtual reality system for medical visualization
based on a state-of-the-art game engine that is capable of 3D visualizing com-
puted tomography data in real-time and in a high visual quality. This is achieved
by our custom ray-marching-based direct volume renderer which we have imple-
mented using shaders and integrated into the Unreal Engine. Our renderer sup-
ports different lighting models, transfer functions selection, and artifact-reducing
methods. Our evaluation shows that we achieve VR capable framerates of more
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Fig.10: The Performance using different lighting models and data sets with a
varying amount of slices. Our methods are marked with asterisks, “Brucks” is
a rudimentary volume rendering integration in Unreal. Even though advanced
lighting models increases the computational time, or renderer is real-time capable
in all cases and significantly faster than the implementation by Brucks.

than 100 Hz even for complex data sets consisting of more than 300 slices and
with advanced lighting features such as ambient occlusion enabled. Our system
includes a multi-user component and is designed as a shared virtual environment
resembling a real operation room, thus, enabling immersive collaborative work
between co-located or remote users. Thanks to the combination of the sophisti-
cated game engine, VR, and our fast high-quality direct volume renderer, users
can interact with each other and the shared visualized CT data in an immersive
virtual environment and (re)view and discuss the 3D data in a comprehensive
natural way. This makes our system ideally suited for pre-operative planning,
possibly tumor boards, post-operative evaluation, or patient education.

For the future we plan to expand the interaction possibilities with the volume
visualization, specifically, we are looking at integrating a dynamic clipping plane
for a better view of internal regions and a volumetric drawing tool allowing for
quick sketches and annotations inside the volume. Other improvements would be
a direct integration and parallelization of the preprocessing part to speed up the
workflow and allowing for a dynamic adjustment of the transfer functions. To
improve the visualization of complex structures and organs that involve multiple
materials support for multi-dimensional transfer functions could be added.
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