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A B S T R A C T

Common techniques for anatomy education in medicine include lectures and cadaver
dissection, as well as the use of replicas. However, recent advances in virtual real-
ity (VR) technology have led to the development of specialized VR tools for teaching,
training, and other purposes. The use of VR technology has the potential to greatly
enhance the learning experience for students. These tools offer highly interactive and
engaging learning environments that allow students to inspect and interact with virtual
3D anatomical structures repeatedly, intuitively, and immersively. Additionally, multi-
user VR environments can facilitate collaborative learning, which has the potential to
enhance the learning experience even further. However, the effectiveness of collabora-
tive learning in VR has not been adequately explored. Therefore, we conducted two
user studies, each with n1,2 = 33 participants, to evaluate the effectiveness of virtual
collaboration in the context of anatomy learning, and compared it to individual learn-
ing. For our two studies, we developed a multi-user VR anatomy learning application
using UE4. Our results demonstrate that our VR Anatomy Atlas offers an engaging and
effective learning experience for anatomy, both individually and collaboratively. How-
ever, we did not find any significant advantages of collaborative learning in terms of
learning effectiveness or motivation, despite the multi-user group spending more time
in the learning environment. In fact, motivation tended to be slightly lower. Although
the usability was rather high for the single-user condition, it tended to be lower for the
multi-user group in one of the two studies, which may have had a slightly negative ef-
fect. However, in the second study, the usability scores were similarly high for both
groups. The absence of advantages for collaborative learning may be due to the more
complex environment and higher cognitive load. In consequence, more research into
collaborative VR learning is needed to determine the relevant factors promoting collab-
orative learning in VR and the settings in which individual or collaborative learning in
VR is more effective, respectively.
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1. Introduction 1

The teaching of human anatomy is fundamental in medical 2

education as it forms the basis for the development of clin- 3

ical and surgical knowledge among professionals[1, 2], and 4

influences the design of the medical curriculum [3]. Classi- 5
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cally, anatomy teaching is done using dissection, prosection,1

anatomical models, and lectures. Dissection offers a hands-on2

approach to examining anatomical specimens, enhancing stu-3

dents’ understanding of anatomy [4], prosection reinforces stu-4

dents’ comprehension of complex structures and relationships,5

and anatomical 3D models help to visualize anatomical struc-6

tures. However, dissection is costly and time-consuming, pro-7

section relies heavily on the anatomist’s skill and expertise [5],8

and lectures may not be effective in promoting active learn-9

ing and engagement compared to more interactive approaches.10

Also, the availability of human cadavers and animal specimens11

for dissection is limited [6].12

Thus, virtual reality (VR) has become increasingly preva-13

lent in recent years and is considered a valuable tool in edu-14

cation [7, 8]. The technology offers several advantages, such15

as safe, controllable, immersive 3D environments and natural16

interaction, making the learning experience more intuitive and17

engaging [9, 10]. However, most current VR-based learning ap-18

plications are limited to single-user usage, and there is minimal19

research on the effectiveness of collaborative VR-based learn-20

ing. Collaborative learning, in general, has been shown to have21

positive effects on learning outcomes [11, 12, 13, 14] and to22

provide numerous other benefits, though. For instance, a higher23

problem-solving performance, a shared understanding of mean-24

ings and a shared sense of achievement [15], increased produc-25

tivity, positive interpersonal relationships [16], better psycho-26

logical health, higher social competence, and self-esteem [17].27

In a competitive anatomy learning setting, Du et al. [18] found28

that the multi-user VR group had higher learning outcomes than29

the single-user VR one, but also significantly higher stress lev-30

els.31

To investigate whether collaboration in VR, in our example32

for anatomy learning, offers benefits and more positive learn-33

ing results compared to individual VR learning, we developed34

a VR anatomy learning application that is multi-user capa-35

ble. In order to evaluate its effectiveness, we conducted two36

user studies, the latter introducing an additional knowledge-37

consolidating phase. Concretely, we examined the participants’38

learning progress, usability, and motivation when using our VR39

learning application, both individually and in groups. We also40

explored potential relationships between these measures and41

demographic data. With this work and our findings, we offer42

valuable insights into this under-researched topic. This paper43

extends our previous publication [19] with an extended evalu-44

ation and a second user study. However, all the content and45

results of our previous publication are included in this extended46

version, too.47

2. Related Work48

Virtual reality (VR) is a rapidly expanding field that holds49

promise for a variety of applications in healthcare, most im-50

portantly for education and training. Accordingly, the use of51

VR in medicine got much attention lately [20]. For example,52

Falah et al. [21] developed a VR and 3D visualization system53

for anatomy teaching that offers an interactive, real-time 3D54

representation of the human heart and various self-assessment55

tools. Similarly, Fairen et al. [22] developed and evaluated 56

a VR anatomy teaching tool that provides real-time, interac- 57

tive 3D representations of various anatomical structures that 58

were augmented with additional information. An evaluation 59

with anatomy students showed very positive results. Codd and 60

Choudhury [23] evaluated the use of 3D virtual reality and com- 61

pared it with traditional anatomy teaching methods (dissection 62

and textbooks) on the example of a human forearm. Interest- 63

ingly, they found no significant learning advantages using VR. 64

In contrast, Kurul et al. [24] also conducted a study on anatomy 65

training comparing immersive, interactive 3D VR with classical 66

teaching methods and found the former to lead to significantly 67

higher test scores. Another example highlighting the benefits 68

of VR to anatomical education is the Immersive 3D Anatomy 69

Atlas by Gloy et al. [25]. It provides a realistic 3D model of the 70

human body in an immersive environment and allows users to 71

explore individual anatomical structures interactively. An eval- 72

uation showed that the VR group took significantly less time to 73

answer anatomical questions and had significantly better test re- 74

sults than students who learned using textbooks. The use of VR 75

in the medical area is not limited to education, though. Other 76

promising application domains are surgery planning and train- 77

ing. For instance, Reinschluessel et al. [26] developed a VR- 78

based surgery planning tool that provides a 3D view of medical 79

data. They found that planning in VR had many advantages, 80

such as improving the surgeons’ spatial understanding and iden- 81

tifying anatomical structures. 82

Most VR tools for medical education and training are lim- 83

ited to single-user usage only, though. Only a few works enable 84

collaboration and even fewer investigate its effects and benefits. 85

Works that do provide shared VR environments are, for exam- 86

ple, the one by Kaluschke et al. [27], who presented a multi- 87

user haptic VR system for dental surgical skill training, and the 88

one by Fischer et al. [28], who presented a system for real-time 89

volumetric medical image visualization with support for multi- 90

user VR interactions. Furthermore, Zorzal et al. [29] developed 91

a collaborative Augmented Reality (AR) tool, Anatomy Stu- 92

dio, for virtual dissection, that allows to create and manipulate 93

3D reconstructions from cryosection images using tablets, AR 94

headsets, and mid-air interactions. A user study with medical 95

professionals showed positive results regarding enhanced dis- 96

cussion and spatial understanding, making it a valuable tool for 97

anatomical education and training. Later, Jorge et al. [30] in- 98

troduced Anatomy Studio II, which features a database of 3D 99

meshes and a client-server-based distributed architecture for 100

collaborative VR & AR remote education and training. The 101

focus, however, is on virtual dissection. This involves the re- 102

construction of individual 3D anatomical structures based on 103

contouring them in 2D slices. Recently, Wang et al. [31] inves- 104

tigated the integration of VR-based cooperative learning strate- 105

gies within a gross anatomy curriculum and showed that the col- 106

laborative VR group had better learning outcomes compared to 107

the group that learned through classical methods. Similarly, Du 108

et al. [18] developed an anatomy learning game and found the 109

VR groups to have higher learning outcomes than the textbook 110

group. Interestingly, they also compared single-user VR and 111

multi-user VR and found the latter to have higher learning out- 112
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comes but also significantly higher stress levels. The game was1

competitive and not collaborative by nature, though. Boedecker2

et al. [32] also developed an immersive VR application for liver3

surgical planning that was later extended by Schott et al. [33]4

to allow for collaborative usage. It provides various teaching5

scenarios for collaborative and cooperative training in differ-6

ent group sizes. An exploratory study with medical students7

and surgery lecturers indicated positive outcomes for usabil-8

ity and presence. Another immersive VR learning environment9

that supports collaboration of multiple users was developed by10

De Back et al. [34, 35]. Its effectiveness was shown through11

two empirical studies that revealed that collaborative learning12

provided greater learning gains compared to conventional text-13

book learning, particularly among participants with low spa-14

tial ability. In contrast, Sedlák et al. [36] compared collabora-15

tive and individual learning of geography in VR and while both16

groups learned effectively, there were no significant differences17

between groups for learning gain, speed, or motivaton. For a18

more detailed overview and review of VR for anatomy educa-19

tion, we refer to the works by Lee et al. [37] and van der Meer20

et al. [38].21

3. Our Collaborative VR Anatomy Atlas22

For our work, we decided to use the Immersive Anatomy At-23

las by Gloy et al. [25] as a basis. It already provided a good24

implementation of a VR anatomy learning application and was25

based on the modern Unreal Engine 4. The latter made it easy26

to extend the application for our purposes, mainly, multi-user27

functionality. Thus, our Collaborative VR Anatomy Atlas al-28

lows multiple users to meet, interact, and collaboratively learn29

within a shared environment. An overview of the virtual en-30

vironment, including the human anatomy model, a table with31

medical instruments, a virtual tablet, and a monitor, can be seen32

in Figure 1 (left), while Figure 1 (right) depicts two users ex-33

ploring the anatomy model during a typical learning session.34

In addition to the multi-user functionality, we implemented a35

model of the human circulatory system, extensive logging func-36

tionality, multiple custom levels, and a VR quiz. We also made37

minor improvements to the meshes, textures, and tools, up-38

graded to the latest version of the Unreal Engine 4, and fixed39

a few bugs. The rest remained as in Gloy’s original implemen-40

tation.41

The user interface is the same for the single- and multi-user42

conditions and consists of the HMD and controllers for inter-43

action and room-scale and teleportation for locomotion. Each44

user is represented by an avatar consisting of a virtual HMD45

and a pair of hands with which they are able to grab, move, ro-46

tate, and interact with the organs, see figure 1 (right). When47

an organ is grabbed, it gets highlighted in white and its name48

is shown on a label. When a grabbed organ is held near the49

correct (original) position, the latter gets highlighted in green50

(depicted in Fig. 2 (right)). The Anatomy Atlas (as the original51

implementation) also provides an array of medical instruments,52

such as a cutout tool for hiding local geometry (Fig. 2 (second53

from right) or a pair of markers. When an organ or instrument54

is actively being held by a user, the other user is blocked from55

grabbing it, too. We decided on this approach in order to pre- 56

vent users from deliberately or accidentally taking away objects 57

from others and to prevent synchronization issues/conflicting 58

control. Additionally, we chose this avatar model over more so- 59

phisticated (personalized) full-body avatars because it doesn’t 60

require complicated scanning/capturing setups, is computation- 61

ally cheap, and is not prone to distracting or glitchy behavior 62

(odd/wrong angles of untracked joints) that is common with in- 63

verse kinematics-based full-body avatars. 64

We use a client-server model based on the network function- 65

ality provided by the Unreal Engine 4, which allows for shared 66

learning sessions between users in the same local network or 67

over the internet. Technically, an arbitrary number of users can 68

join but we focused on sessions with one or two users. The 69

choice to employ the Unreal Engine helped greatly with im- 70

plementing the multi-user functionality, as the engine already 71

provides all the necessary components making it a straight- 72

forward process. Since we did not want to use or connect to 73

any online and cloud-based services (e.g. Steam), we used the 74

prototyping/testing variant of Unreal Engine’s built-in online- 75

subsystem [39] in our implementation, which still allows for 76

finding and joining sessions in the local network or online via 77

IP. Our application can be started as either a listen or a dedi- 78

cated server. The avatars, body parts, and other interactive ob- 79

jects, such as the operation table, instruments, and tablets, get 80

replicated (synchronized) between users using remote proce- 81

dure calls (RPCs). Specifically, when an object is moved (sig- 82

nificantly) or its state is changed by a user (client), an RPC is 83

sent to the server to replicate the action/change there. Then, 84

the server executes a multi-cast RPC to all connected clients to 85

replicate the action/change there too. In our implementation, 86

we prevent updates on the client that initiated the change, as 87

the respective action was already performed locally. This im- 88

proves responsiveness and reduces network traffic. We decided 89

on this RPC-based approach, as we found it to give us more con- 90

trol over what exactly is synchronized, when, and how often. 91

We experienced high network traffic and synchronization issues 92

with a first, simple implementation and when using the standard 93

settings on networking and replication. However, low latencies 94

and reasonable bandwidth usage are important factors for multi- 95

user (VR) systems and a smooth workflow [40]. Hence, we 96

optimized our implementation and the replication process by 97

employing struct replication (pooling multiple variables to be 98

replicated in structures), delta replication (sending the numer- 99

ically smaller difference in time-varying values than the abso- 100

lute ones), caching, and careful selection of reliable/unreliable 101

replication channels, reducing the data to be transmitted to a 102

minimum. 103

We also developed and integrated additional features such as 104

a model of the human circulatory system that simulates pulsatile 105

blood flow. Using dynamic, animated textures, we illustrate the 106

functionality of veins transporting blood toward the heart and 107

arteries directing it away (see Fig. 2 (2 left-most images)). Fur- 108

thermore, we implemented extensive logging functionality to 109

enable researchers to track user interactions and behavior within 110

the virtual environment. In order to make use of new features 111

and improvements, we decided to upgrade/port the software to 112
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Fig. 1: Left: An overview of our Anatomy Atlas and its virtual environment. The human anatomy can be seen in the center, while the virtual tablet and the table with
the medical instruments are on the right. Right: Two users within our Collaborative VR Anatomy Atlas, examining a human anatomy. Each user has a light-blue
colored avatar consisting of a virtual head-mounted display (HMD) and a pair of hands. The avatar of user 1 is highlighted with white boxes and user 2’s avatar with
black boxes.

Unreal Engine version 4.27.X, although this meant additional1

work and bug fixes.2

Lastly, a VR quiz (post-test) was developed to assess partic-3

ipants’ anatomy knowledge following their learning session (in4

Study 1). Access to the quiz, along with other functionalities5

and controls, is facilitated through a button on an interactive6

tablet within the VR environment. For the second study, we7

instead created several levels specifically designed for different8

phases and tasks, e.g. no highlighting of correct organ positions9

in the test level. We used the implementation described in this10

section for both of our user studies, with no functional changes11

in between.12

4. Research Questions13

In collaboration with medical doctors and based on their14

medical opinions, we designed two user studies to investi-15

gate the effectiveness of collaborative anatomy learning in VR,16

specifically, using our collaborative VR Anatomy Atlas, and to17

compare it to individual learning. Moreover, we are also inter-18

ested in assessing its impact on learning motivation and its us-19

ability. The studies are mostly aimed at novice medical students20

who have had no proper anatomy education yet. We formulated21

the following research question that we intend to answer with22

our studies: (R1) Is the Collaborative VR Anatomy Atlas ef-23

fective for anatomy learning? With this we want to make sure24

that our application and implementation are generally effective25

for anatomy learning, also, these research questions serve as26

a prerequisite for the following ones. Based on prior research27

that found benefits in collaborative learning [17, 16], we want28

to investigate if (R2) collaborative learning in VR also leads to29

better learning outcomes than individual VR learning. Addi-30

tionally, we want to evaluate the usability (R3) and user experi-31

ence/motivation (R4), in general, and especially if there are any32

differences between individual and collaborative learning.33

5. User Study 1 34

5.1. Design and Setup 35

For our first study, we employed a between-subject design, 36

hence, we divided the participants randomly into two groups: 37

one group testing the single-user condition and the other group 38

testing the multi-user condition. Multi-user sessions always 39

consisted of two participants and each condition was performed 40

an equal number of times, thus, the number of participants test- 41

ing the multi-user learning condition was twice as large. We 42

limited ourselves to groups of two, in order to still get meaning- 43

ful results while having a manageable sample size. The study 44

was conducted in our laboratory and, in the case of the multi- 45

user condition, both participants were in the same room and 46

could communicate verbally, (see Fig. 3 (left) for an example). 47

The learning sessions using our Collaborative VR Anatomy 48

Atlas were conducted using HTC VIVE Pro HMDs including 49

a pair of controllers. To provide a good user experience, we 50

ensured that the frame rate was maintained at 90 frames per 51

second. In the virtual environment, the participants were repre- 52

sented through avatars (see Chapter 3) and were able to freely 53

move around using room-scale VR and teleportation. The vir- 54

tual environment resembled an operating room and included a 55

virtual anatomic 3D model that they were supposed to inter- 56

act with and explore in order to learn about the anatomy. An 57

overview of the virtual environment is given in Figure 1 (left). 58

To evaluate the learning effectiveness, we designed a 59

multiple-choice test consisting of 8 anatomy questions. The 60

test, as well as the learning session itself, were carefully de- 61

signed together with medical doctors to be manageable by 62

novice medical students and even ordinary students. This test 63

was conducted two times: one time before the learning session 64

on paper (pre-test), and one time after the learning session di- 65

rectly in VR (post-test). For the latter, the participants transi- 66

tioned to a quiz level. There, the correct answer is displayed in 67

green, and the incorrect ones in red. The key presses for each 68

answer were logged, but only the first answer entered was eval- 69

uated. Thus, the participants could learn the correct answer and 70

improve their knowledge without affecting the validity of the 71

study, even if they initially answered incorrectly. By comparing 72
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Fig. 2: The two left images illustrate the animated 3D model of the circulatory system: the left one depicts the arteries (red) and the right one the veins (blue). The
two images on the right depict other specific features of our Anatomy Atlas: the left one shows a user using a cutout tool that hides geometry in a local area and the
right one shows the in-application highlighting of the organ’s correct position in green (when near to it).

the results of the two tests, we calculate the learning progress.1

Additionally, we employed questionnaires on usability and mo-2

tivation. Specifically, the System Usability Scale [41] and an3

adapted version of the questionnaire on motivation for coop-4

erative and playful learning strategies (CMELAC) [42]. We5

customized the latter by removing the “Teamwork” factor as it6

was not applicable in the single-user condition and we wanted7

to ensure equivalence between both conditions. However, we8

believe it to be still valid and reliable. We also added a ques-9

tion to gauge the participants’ interest in learning in a virtual10

reality environment. To analyze the participants’ behavior, we11

tracked the time they spent in VR, video recorded the sessions,12

and employed extensive data logging using our custom imple-13

mentation.14

5.2. Procedure15

The procedure of our first study is depicted in Fig. 3. First,16

the participants were informed about the study and its goal, read17

and signed a consent form, and had time to ask questions. Then,18

the participants were asked to complete a demographical ques-19

tionnaire about age, gender, previous experience with VR, etc.20

To determine the anatomical pre-knowledge, the participants21

were then asked to complete our pre-test questionnaire consist-22

ing of 8 anatomical questions (on paper). Following this, the23

Collaborative VR Anatomy Atlas application, its features, and24

its usage were briefly explained. Lastly, the participants were25

given up to three minutes to freely explore the VR environment26

and familiarize themselves with it.27

Once the participants were ready, the learning session was28

started in which they had to explore the virtual anatomic model29

and complete various tasks with which we aimed to mimic30

classical non-VR learning. Specifically, the tasks were discov-31

ering the human anatomy, searching for specific organs (e.g.32

the spleen, pancreas, liver), and finding answers to the pre-test33

questions. The tasks were solvable individually as well as team-34

wise (in the multi-user condition), however, we expect the latter35

to be more effective, as in traditional learning. No assistance36

was given during task completion, but the tasks were repeat-37

able. Figure 3 (left) shows an example of a multi-user learning38

session. Participants were given an unlimited amount of time.39

Upon completion of the tasks, the participants were transi-40

tioned to the quiz level and took our anatomy post-test. There,41

they had to answer the shown questions by pressing the corre- 42

sponding 3D buttons. After the post-test, and while their mem- 43

ories were still fresh, the participants had to complete the ques- 44

tionnaires about usability and motivation (on paper). They were 45

also asked if they experienced any motion sickness and to pro- 46

vide subjective feedback. The procedure was identical for both 47

conditions, with the exception that the participants of the multi- 48

user group were explicitly instructed to work together on the 49

anatomical tasks and to learn collaboratively. However, at the 50

VR quiz level, they were required to complete the post-test in- 51

dependently. 52

5.3. Results 53

In this section, we present the results from our first study, in- 54

cluding demographic data, the results of the anatomy pre-test 55

and post-test as well as the results of the questionnaires on mo- 56

tivation and usability. As the data was, as expected, normally 57

distributed, we conducted independent samples t-tests to test 58

for statistically significant differences between the single and 59

multi-user groups and employed a threshold of p = 0.05 (as 60

usually done). 61

5.3.1. Demography 62

The study was conducted with n = 33 participants who 63

were randomly divided into two groups for the two different 64

learning modalities: 11 participants experienced solo learning 65

(single user) and 22 participants experienced shared learning 66

(multi-user) in random pairs. We selected participants who 67

were roughly in the same age group as typical medical students. 68

As they were mostly university students from various subjects, 69

they had no particular medical experience. However, we as- 70

sume the anatomical knowledge level to be roughly similar to 71

novice medical students. The single-user group was made up 72

of 2 female (18.2 %) participants and 9 male (81.8 %) partici- 73

pants, see Fig. 4 (left), while the multi-user group was made up 74

of 14 men (63.6 %) and 8 women (36.4 %), see Fig. 4 (right). 75

Moreover, a substantial percentage of single users (54.5 %) 76

and a smaller percentage of multi-users (22.7 %) reported hav- 77

ing extensive experience with VR, a significant percentage of 78

single users (36.4 %) and multi-users (31.8 %) reported having 79

used VR before, while a minority of single users (9.1 %) and 80
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Fig. 3: Left: Multi-user learning session. In this case, both participants were in the same physical room. The virtual operating room with the anatomical model can
be seen on the monitor in the foreground. Right: Flow chart of the study procedure. After the anatomy pre-test, participants performed the VR learning session in
the virtual operating room, either alone or as a group, took the anatomy post-test individually, and eventually completed additional questionnaires on paper.

a substantial percentage of multi-users (45.5 %) had no expe-1

rience with VR, see Fig. 4. Asked about the preferred learn-2

ing setting, 45.5 % of the single users stated to generally pre-3

fer learning alone and only 9.1 % would prefer learning in a4

group. For the multi-user group, the ratio was more balanced5

with 27.3 % each, see Fig. 4. Lastly, regarding learning types,6

a majority of single users (63.6 %) and half of the multi-users7

(50.0 %) identified themselves as a visual learner. In contrast,8

a minority of single users (27.2 %) and multi-users (18.2 %)9

reported to be the intellectual learning type, and no single users10

stated to be the auditory learning type. Interestingly, a substan-11

tial percentage of multi-users (22.7 %) identified themselves12

as the auditory learning type, while a minority of both single13

users and multi-users (9.1 %) identified themselves as the hap-14

tic learning type, see Fig. 4.15

Fig. 4: Demographic results. Top row: single-user results; bottom row: multi-
user results. From left to right: gender distribution, previous experience with
VR, preferred learning setting, self-reported learning type. Most participants
were men, especially in the single-user group. They also had more VR experi-
ence, on average. More participants in the multi-user group preferred to learn
collaboratively and identified as auditory learners, relatively speaking.

5.3.2. Anatomy Knowledge, Learning Progress, and Time16

The results of the anatomy pre-test with 8 anatomical ques-17

tions (conducted before the VR learning session) are depicted in18

Fig. 5 (left). The mean pre-test score for the single-user group19

Fig. 5: Results of the anatomical knowledge pre-test conducted before the study
(left) and the post-test conducted after the study (right). The multi-user partic-
ipants had, on average, slightly more pre-knowledge. In the post-test, both
groups scored better than before and fairly similar, with a slight advantage for
the single-user group.

was 2.091 (S D = 1.375) and the one for the multi-user group 20

was 2.727 (S D = 1.518). Although the means are similar, there 21

is a slight advantage for the multi-user group. However, the 22

difference is not statistically significant (t(31) = −1.170, p = 23

0.251). 24

The results of the anatomy knowledge post-test (conducted 25

after the study) are depicted in Fig. 5 (right). Both groups visi- 26

bly improved compared to the pre-test and answered more ques- 27

tions correctly. Between the groups, the results are again sim- 28

ilar, this time, with just a slight advantage for the single-user 29

group. The mean score for the single-user group was 4.727 30

(S D = 1.104) and the mean score for the multi-user group was 31

4.545 (S D = 1.371). We, again found no significant differences 32

between the groups (t(31) = 0.381, p = 0.705). 33

In order to better investigate the learning effectiveness, we 34

compute the participants’ learning progress as the difference 35

(delta) between the pre- and post-test results, see Fig. 6 (left). 36

The single-user group, on average, did have slightly higher 37

learning progress: the mean score was 2.636 (S D = 1.859), 38

whereas the multi-user group’s mean score was 1.818 (S D = 39
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Fig. 6: Left: Learning progress (delta between pre- and post-test) for single- and
multi-user groups. The single-user group learned, on average, slightly better.
Right: Time spent learning in VR. The multi-user group spent, on average,
more time in VR.

1.140). The median, however, is more similar between the1

groups. A t-test resulted in: (t(31) = 1.569, p = 0.127). How-2

ever, the result is still above the usual threshold of p ≤ 0.05 for3

statistical significance.4

The time spent in the VR learning session, divided by single-5

and multi-user group, is depicted in Fig. 6 (right). The mean6

time for the single-user group was 22.130 minutes, whereas it7

was 33.774 minutes for the multi-user group. We found that8

the single-user group spent significantly less time in the VR9

environment than the multi-user group (t = −3.783, p < 0.001).10

5.3.3. Questionnaires on Motivation and Usability11

The results of the questionnaire on motivation for cooper-12

ative and playful learning strategies (measuring the factors of13

motivation, learning, and flow) are depicted in Fig. 7 (left). The14

average scores between the single- and multi-user groups are15

similar and both very positive. Concretely, on motivation, the16

means scores were 4.429 (S D = 0.564) (single user) and 4.25317

(S D = 0.612) (multi-user), on learning 4.091 (S D = 0.628)18

(single user) and 4.164 (S D = 0.564) (multi-user), and on flow19

3.97 (S D = 0.69) (single user) and 3.788 (S D = 0.739) (multi-20

user). The standard deviations indicate that the scores were21

relatively consistent within each group. We found no signifi-22

cant differences between the single-user and multi-user groups23

in terms of motivation (t(31) = 0.795, p = 0.433), learning24

(t(31) = −0.336, p = 0.739), or flow (t(31) = 0.681, p =25

0.501).26

The perceived usability of the Collaborative VR Anatomy27

Atlas was measured using the System Usability Scale. The SUS28

scores were calculated using the standard methodology and are29

depicted in Fig. 7 (right). Overall, the participants provided30

positive feedback and moderate to high ratings. The mean SUS31

score for the single-user group was 75.227 (S D = 8.976) and32

for the multi-user group 66.364 (S D = 14.15). The t-test re-33

vealed that there is a noticeable difference in means between the34

single-user and multi-user groups, although the usual threshold35

of p = 0.005 for statistical significance was just not reached36

(t(31) = 1.887, p = 0.069).37

5.3.4. Correlations38

To examine the relationships between measures and test for39

correlations, we calculated the Pearson correlation coefficient40

between various measures. The results are shown in Table 1. 41

Between most measures, we found no or only very weak corre- 42

lations. However, between age and motivation, there seems to 43

be a strong positive correlation, and between gender and mo- 44

tivation a moderate negative correlation (higher motivation for 45

women). However, although noticeable, none of these correla- 46

tions reached the threshold for statistical significance. 47

Measure1 Measure2 Coeff. (r) P-val. Interpr. Sig.
Learn. Prog. SUS Score 0.1671 0.353 (+) No

Time 0.0365 0.840 o No
Age 0.0146 0.936 o No
Gender 0.0042 0.981 o No

SUS Score Age -0.197 0.273 (-) No
Gender 0.029 0.874 o No

Motivation Age 0.778 0.121 ++ No
Gender -0.645 0.239 - No

Table 1: Overview of our correlation analysis. Only between motivation and
age/gender seems to be a notable or strong correlation.

6. User Study 2 48

To further investigate the potential of collaborative anatomy 49

learning, we reflected on and revisited the design and limita- 50

tions of Study 1 and, again in collaboration with medical doc- 51

tors and based on their professional opinions, designed a second 52

user study. In this study, we focused on changing/adapting the 53

task, specifically, we included a practical consolidation phase in 54

which the participants had to (collaboratively) apply their newly 55

learned knowledge, thereby consolidating it. To accommodate 56

the new consolidation phase, we adapted the study design and 57

procedure. 58

6.1. Design and Setup 59

We again employed the between-subject design with single- 60

user and multi-user (pairs of two) conditions as in Study 1. In 61

this second study, we added a new consolidation phase in which 62

the participants had to apply their newly acquired knowledge by 63

engaging in a (collaborative) practical, hands-on activity within 64

the VR environment (correctly placing organs). An example 65

illustration of this can be seen in Figure 8 (left). This phase 66

aimed to help consolidate the learned knowledge through ac- 67

tive participation and foster potential benefits from collabora- 68

tion, thereby going beyond the sole memorization task from the 69

learning phase (which might not benefit so much from collabo- 70

ration). 71

We also changed the pre- and post-tests to follow a more 72

hands-on, visual approach that should be closer to reality and 73

the actual medical practice, and thus be possibly more effec- 74

tive. Specifically, both instances of the test were conducted in 75

VR and participants had to find anatomically misplaced or su- 76

perfluous organs in the 3D Anatomy Atlas, identify their names, 77

and determine their correct locations (earning one point each to 78

a total of 28). Figure 8 (right) depicts the test scene, for clar- 79

ity, a couple of misplaced organs are highlighted in white. The 80

learning session itself was principally conducted as before, but 81

now the time was limited and the study assistant more strictly 82
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Fig. 7: Left: Results of the motivation questionnaire (factored into motivation, learning, and flow). The averages between the single- and multi-user groups are
similar and both very high. Right: The System Usability Scale scores. The scores are generally high but the single-user group’s feedback is more positive.

enforced a focused workflow. Generally, we again carefully de-1

signed the study such it is easy enough to be manageable by2

ordinary students who we assume to have similar knowledge3

as novice medical students. For all four main VR phases, we4

created different levels/rooms that were configured accordingly:5

learning (including medical instruments), consolidating (organs6

on the table), pre- and post-test (misplaced organs). Also, we7

again employed the questionnaires on usability and motivation,8

tracked the time the participants spent for each phase, and did9

extensive data logging and video recordings of the sessions.10

For the study, we used HTC VIVE Pro HMDs and con-11

trollers, ensured to have always 90 fps, employed head+hands12

avatars (see for example Figure 8 (left)) for all participants, and13

allowed for free movement in the virtual operating room envi-14

ronment using room-scale VR and teleportation. As we focused15

on adapting the task and procedure for Study 2, which we found16

to be the most promising, the application itself remained func-17

tionally the same. With this approach of only changing one fac-18

tor at a time we also avoid ambiguity in what caused potentially19

different results.20

6.2. Procedure21

The procedure of our second study, depicted in Fig. 9, started22

with informing the participants, getting their consent, filling out23

our demographic questionnaire, and giving them time to famil-24

iarize themselves with the VR setup and environment. After25

that followed the VR-based anatomy pre-test. The individual26

scores were written down by the study assistant. Then followed27

the VR learning session, this time, the participants were only28

given roughly 10 minutes. After that, the participants transi-29

tioned to the new consolidation phase where they had to cor-30

rectly place 14 organs in the 3D Anatomy Atlas that were lined31

up on a table (see Figure 8 (left)). Then followed the post-test,32

again, mirroring the pre-test. Finally, the participants had to33

complete questionnaires about usability, motivation, and mo-34

tion sickness and had the opportunity to give subjective feed-35

back. The pre- and post-tests as well as the questionnaires36

were always done individually, while learning and consolida-37

tion were done collaboratively in the multi-user group.38

6.3. Results39

In this section, we report the results of our second study.40

To test for significant differences between the single-user and41

multi-user groups, we employed the independent samples t- 42

tests when the data was normally distributed (most data) and the 43

Mann-Whitney-U test otherwise (only the anatomy post-test). 44

6.3.1. Demography 45

This study consisted of (coincidentally again) n = 33 partic- 46

ipants, divided into 11 for the single-user group and 22 for the 47

multi-user group (11 pairs). We were careful to recruit partic- 48

ipants who had not already participated in Study 1. The par- 49

ticipants were predominantly in the age range of typical medi- 50

cal students with an average age of 30.4 years for single-users 51

and 29 years for multi-users (standard deviation of 9.05 and 52

3.18, respectively). However, the participants encompassed a 53

diverse array of university disciplines and had no specific med- 54

ical training. We assume the anatomical knowledge level to be 55

roughly similar to novice medical students, though. The single- 56

user group comprised 8 male (73 %) and 3 female (28 %) par- 57

ticipants, while the multi-user group comprised 20 male (91 %) 58

and 2 female (9 %) participants (see Fig. 10 (left)). Previous VR 59

experience among participants varied: In the single-user group, 60

18.2 % had no prior experience, 45.5 % had used VR before, 61

and 36.4 % possessed significant experience. Comparatively, in 62

the multi-user group, the distribution was 18.2 % with no expe- 63

rience, a larger 63.6 % having used VR previously, and 18.2 % 64

with extensive experience, see Fig. 10 (right). 65

6.3.2. Anatomy Knowledge, Learning Progress, and Time 66

We measured mean pre-test scores of 16.0 for the single-user 67

group and 16.909 for the multi-user group, with standard de- 68

viations of 3.256 and 4.286, respectively (see Fig. 11 (left)). 69

The independent samples t-test yielded a p-value of 0.541. This 70

indicates that there was no notable or even statistically signifi- 71

cant difference in the baseline anatomy knowledge between the 72

single and multi-user groups before the VR learning sessions. 73

After the VR learning session and the practical application 74

phase, post-test scores improved to a mean of 25.545 for the 75

single-user group and 26.818 for the multi-user group, with 76

standard deviations of 2.697 and 1.918, respectively (see Fig. 11 77

(right)). Here, the post-test scores significantly deviated from a 78

normal distribution, thus, we employed the Mann-Whitney U- 79

test for statistical analysis. The resulting p-value was 0.087. Al- 80

though this p-value is relatively small it does not quite reach the 81
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Fig. 8: Left: Two users (their avatars again highlighted with white and black boxes) within our added knowledge consolidation room/phase. The task is to correctly
place the organs that lie on the table inside the human body. Right: A user conducting the newly designed pre-/post-test that consists of correctly identifying,
naming, and relocating misplaced or superfluous organs (here highlighted in white circles.
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Fig. 9: Flow chart of our second study. Participants started with a hands-on
anatomy pre-test in VR, followed by the learning and consolidation phases,
both either individually or as a group. They then had to individually take the
anatomy post-test, and complete additional questionnaires on paper.

usual threshold of 0.005 for statistical significance. Nonethe-1

less, there is at least a slight advantage for the multi-user group.2

The learning progress (the difference between post-test and3

pre-test scores) was, on average, 9.545 for the single-user group4

and 9.909 for the multi-user group, with standard deviations5

of 4.083 and 3.878, respectively. The results are illustrated in6

Figure 12 (left). An independent samples t-test resulted in a p-7

value of 0.805. Thus, there seems to be no statistical difference8

between the groups regarding learning progress.9

We found that the multi-user group, on average, spent more10

time learning, applying the knowledge, and completing the11

post-test (22.130 minutes) compared to the single-user group12

(18.011 minutes). The standard deviations were 3.665 and13

3.556, respectively. The results are illustrated in Figure 1214

(right). The independent samples t-test resulted in a p-value15

of 0.004, thus, the multi-user group did spend significantly16

more time in the VR session. We also measured the times17

the participants needed for the individual phases (see Fig. 13):18

In the learning session, multi-users, on average, spent more19

Fig. 10: Gender distribution (left column) and previous VR experience (right
column) of the participants (in percent). The top row shows the single-user
groups and the bottom row shows the multi-user groups. Most participants were
men, especially in the multi-user group, and the latter had less VR experience,
on average.

time (9.315 minutes) compared to single users (6.335 minutes). 20

Similarly, for the consolidation phase, multi-users spent more 21

time (7.003 minutes) than single-users (5.477 minutes). In con- 22

trast, for the post-test, single users and multi-users took roughly 23

equally long (6.198 minutes, 5.812 minutes). 24

6.3.3. Questionnaires on Motivation and Usability 25

The analysis of the questionnaires on motivation, learning, 26

and flow, see Fig. 14 (left), revealed the following mean scores: 27

for single users, motivation was 4.571, learning 4.509, and flow 28

4.485; for multi-users, the scores were slightly lower with mo- 29

tivation at 4.273, learning 4.355, and flow 4.106. The standard 30

deviations for motivation were 0.373 (single user) and 0.599 31

(multi user), for learning 0.404 (single user) and 0.474 (multi 32

user), and for the flow 0.345 (single user) and 0.404 (multi 33

user). Using the independent samples t-test, we found a sig- 34

nificant difference in the flow scores between single and multi- 35

users (p = 0.012), indicating that single users experienced a 36

higher state of flow during the study. However, no significant 37

differences were observed in motivation (p = 0.142) and learn- 38

ing (p = 0.362) scores between the groups. 39

The System Usability Scale (SUS) analysis yielded an aver- 40

age score of 83.409 for single users and 82.614 for multi-users, 41

with standard deviations of 10.079 and 10.220, respectively, see 42
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Fig. 11: Results of the anatomical knowledge pre-test conducted before the
study (left) and the post-test conducted after the study (right). The pre-test
scores are similar between groups, while in the post-test, the score of the multi-
user group seems to be, on average, slightly higher than the one of the single-
user group.

Fig. 12: Left: Learning progress (delta between pre- and post-test) for single-
and multi-user groups. The seems to be no notable difference. Right: Time
spent learning and consolidating the knowledge in VR. The multi-user group
spent, on average, more time in VR.

Fig. 13: Individual times for the times spent learning, consolidating the knowl-
edge, and completing the post-test in VR. The multi-user group spent notably
more time for learning and consolidation.

Fig. 14 (right). An independent samples t-test comparing the 1

SUS scores between the two groups resulted in a p-value of 2

0.834. Thus, both groups rated the usability, similarly, as high. 3

7. Discussion 4

Although not the main focus of our work, we first wanted 5

to verify whether our VR learning application and implemen- 6

tation are effective for anatomy learning in general, before in- 7

vestigating possible differences between single and multi-user 8

groups. Looking at the results of our two studies, the post-test 9

scores show a substantial improvement compared to the pre-test 10

scores, for both groups, single-user and multi-user. Accord- 11

ingly, on average, the participants had high learning progress. 12

These positive results may come due to the VR learning en- 13

vironment allowing the participants to interact with the con- 14

tent in an immersive, engaging, and interactive way, which 15

could have helped them better retain the information and re- 16

call it more easily during the post-test. The VR environment 17

also allowed learners to visualize and explore anatomy in a 18

three-dimensional way, which could have been helpful in un- 19

derstanding the subject matter and the spatial relations between 20

anatomical structures. With these results, we can answer our 21

first research question R1: our Collaborative VR Anatomy At- 22

las is, generally, effective in enhancing the knowledge and un- 23

derstanding of anatomy. This result is consistent with previous 24

research [7, 8], which found that learning in VR is beneficial. 25

Interestingly, the learning progress and post-test scores are, 26

overall, not higher for the collaborative learning condition. In 27

fact, in the first study, they tend to be slightly (but not statisti- 28

cally significant) lower than the ones for the single-user group. 29

In the second study, the post-test scores for the multi-user group 30

tended to be notably (but not significantly) higher, however, the 31

learning progress was similar to the single-user group. Thus, 32

we could not find VR learning to be more effective in collab- 33

oration than individually, which answers our research question 34

R2. This result is interesting as we would have expected ad- 35

vantages for the multi-user group since collaborative learning 36

is generally considered beneficial [11, 12, 13]. 37

A potential explanation for the higher (or at least similarly 38

high) single-user learning outcomes in the first study could be 39

that the single-user group had on average slightly less prior 40

knowledge about anatomy (see the pre-test scores). This means 41

that the single-user group had more learning potential. In the 42

second study, the pre-knowledge was more similar between 43

groups, and the post-test and learning progress scores of the 44

multi-user group were at least more similar to or even slightly 45

higher than the ones of the single-user group, which tends to 46

support this hypothesis. This would be consistent with Dengel 47

et al. [43], who found that prior knowledge influenced learn- 48

ing outcomes. Other possible reasons for the lack of signifi- 49

cant benefits from collaboration across both studies could be 50

that the participants may have felt more competition during the 51

learning session and the VR post-test, or that our chosen avatar 52

representation may not have provided a sufficient level of im- 53

mersion, personalization, and embodiment, which possibly led 54

to a low feeling of social presence. According to Dengel et 55



Preprint Submitted for review / Computers & Graphics (2024) 11

Fig. 14: Left: Results of the motivation questionnaire (factored into motivation, learning, and flow). The results are quite similar (high) for both groups, except for
the flow factor, which is notably lower for multi-users. Right: The System Usability Scale scores, which are similar very good for both groups

al. [43] the level of presence does affect learning outcomes.1

Therefore, the potential benefits of collaboration may have not2

been fully exploited. The users’ preferred learning setting could3

also have affected the learning experience and their resulting4

learning progress, since, at least in the first study, a substan-5

tially higher proportion of participants in the single-user con-6

dition reported preferring learning alone than in a group, while7

the ratio was more similar in the multi-user group. This may8

have influenced the results in favor of the single-user group for9

this study.10

Furthermore, the participants who learned individually were11

potentially able to concentrate better on the task than the partic-12

ipants in the shared environment. The participants in the latter13

group were possibly more distracted by each other and the more14

complex multi-user environment, which provides additional so-15

cial cues and stimuli (e.g., avatar and organ movements), and16

requires communication and coordination between users. Ac-17

cording to collaborative cognitive load theory, this requires a18

considerable amount of cognitive resources and may have in-19

creased their cognitive load [44]. This may have been especially20

problematic considering that the virtual reality environment it-21

self with its many visual objects might have already created a22

substantial amount of cognitive load, as suggested by Drey et23

al. [45]. High cognitive load can lead to lower learning out-24

comes according to Schild et al. [46], and, therefore, may have25

reduced the learning outcomes in our study. Previous work sug-26

gested that collaborative learning will be more effective when27

groups are heterogeneous, tasks require input and effort by all28

group members, and the advantage of dividing the task’s intrin-29

sic cognitive load between the group members outweighs the30

extra load by coordination and communication [44]. This might31

have not been the case in our study. Our results regarding the32

time spent learning in VR show that the multi-user group stayed33

significantly longer in the learning (and consolidation) sessions.34

On the one hand, this could be an indicator of a more engaging,35

positive user and learning experience, which multiple partici-36

pants suggested after the study. On the other hand, the increased37

time may indicate slower learning progress and reinforce the as-38

sumption of higher cognitive load caused by a more complex,39

distracting environment for the multi-user group.40

Moreover, it seems that the addition of the consolidation41

phase in the second study may have had a positive effect but did42

not lead to significantly better learning progress for the multi- 43

user group, contrary to our assumption that this more practical 44

learning activity might benefit more from collaboration. How- 45

ever, when looking at the post-test scores of Study 2, we see 46

that the multi-user group fared slightly better than the single- 47

user one (also approaching the usual significance threshold with 48

p = 0.087) and that the scores were mostly close to the top of 49

the scale. In fact, 13 out of 22 (59 %) multi-user participants 50

scored the maximum points, while only 3 out of 11 (27 %) 51

single users did. This could indicate that our post-test might 52

have not been comprehensive enough, missing more and harder 53

questions to accurately capture the knowledge learned. In turn, 54

it might be possible that the collaborative group in Study 2 ac- 55

tually did have noticeable or even significantly better learning 56

outcomes which we simply could not fully capture with our test. 57

In this case, the added consolidation phase/changed task may 58

have actually been effective in promoting collaborative learn- 59

ing. On the other hand, with the present results, we must also 60

consider the possibility that the task of anatomy learning in VR 61

may be one that does not automatically benefit from collabora- 62

tion. 63

Regarding our research question R3, we found that the results 64

of the usability questionnaire are generally positive, especially 65

for the second study. This shows that our Collaborative VR 66

Anatomy Atlas provides a good user experience. The score for 67

the multi-user group in the first study is noticeably lower than 68

the one of the single-user group, though. This would reinforce 69

our assumption that participants in the multi-user condition per- 70

ceived the environment as more complex and demanding, po- 71

tentially leading to a higher cognitive load (e.g., the need for co- 72

ordination, and keeping track of the other person and what he is 73

doing). Our chosen avatar representation (floating head+hands) 74

may be also not ideal in this regard, too. Another possible rea- 75

son could be that the participants in the group condition dis- 76

tracted each other, either simply by their presence and actions 77

or by active off-task (group) behavior (i.e., testing the capabil- 78

ities of the application, excessive socializing, etc.). The longer 79

time spent in VR may be an indicator of this. In the end, the 80

lower usability might be a central reason for the lower learning 81

progress for the multi-user group, which would be consistent 82

with the findings of Schild et al. [46]. 83

In our second study, the usability scores were more similar 84
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between groups, as was the learning progress. Thus, usability1

might indeed be a relevant factor (lower usability might reduce2

learning progress), however, we found no evidence for it prin-3

cipally hindering collaborative learning specifically (even with4

equally high usability, the collaborative group did not have sig-5

nificantly better learning outcomes). Reasons for the usability6

being much higher in the second study and more similar be-7

tween groups might be the time-limited, more focused (and en-8

forced) learning session which could have helped to limit dis-9

tracting behavior and undesired/unintended testing/exploration10

of the application and its functionality, especially in the multi-11

user condition. This would be in line with the guidelines by12

Drey et al. [45], who advised guiding the focus and attention13

of users on the task and relevant stimuli in collaborative learn-14

ing sessions to reduce cognitive load and increase the user ex-15

perience, presence and learning outcomes. Also, the changed16

pre- and post-tests might have increased the overall usability17

by being a more hands-on practical activity than reading text18

questions in VR and answering a virtual multiple-choice text.19

It seems that to achieve high usability, it is important to have20

a streamlined application, from a technical point of view, but21

also in terms of procedure/flow, that strongly encourages task22

focus, provides hands-on/enjoyable tasks, and avoids too much23

reading in VR.24

We also got very positive average scores in our motivation25

questionnaire for both studies and both the single-user and26

multi-user groups, which indicates high levels of motivation27

and engagement when using our Collaborative VR Anatomy28

Atlas. The scores for all three factors (motivation, learning,29

flow) were mostly similar between the groups, although there30

is a tendency for the single-user scores to be slightly higher, es-31

pecially regarding the flow factor. This answers our research32

question R4. The learning and flow factors being higher, abso-33

lutely speaking, in the second study might be attributed, again,34

to the changed pre- and post-tests, the time-limited and more fo-35

cused learning session, or the added consolidation phase. The36

overall motivation results are somewhat surprising, as, after an-37

alyzing the other results, we would have expected the multi-38

user group to fare worse in the first study and better in the sec-39

ond one to be in line with the usability results and our theories40

about the more complex, distracting shared environment and41

increased cognitive load. However, Du et al. [18] also found42

that single-player and multi-player learning groups had equally43

high motivation scores (even though the latter felt reportedly44

more stress). Hence, it seems that motivation might be more re-45

lated to the use of a VR system rather than whether or not one is46

learning collaboratively. Moreover, for the first study, we found47

notable (but not significant) correlations between age and moti-48

vation (higher motivation with higher age), and between gender49

and motivation (higher motivation for women). The subjective50

feedback given by the participants during and after the learning51

session was generally very positive, too. They found the Col-52

laborative VR Atlas to be an effective, useful, and enjoyable53

anatomy learning tool. Especially the collaborative scenario54

was often noted to provide an engaging, fun user and learn-55

ing experience. Interestingly, this seems to not have translated56

to better scores in the questionnaires. Moreover, no participant57

experienced any signs of motion sickness. 58

These results - no benefits for collaborative learning in VR 59

- are surprising and intriguing, as previous research has shown 60

that VR systems are beneficial for learning [24], and that collab- 61

orative learning in non-VR settings is also beneficial [11, 15], 62

e.g., higher gross anatomy learning outcomes [14]. Hence, the 63

common assumption is that collaborative learning should also 64

lead to better results than individual learning when conducted 65

in VR. Wang et al. [31] recently showed that VR-based coop- 66

erative anatomy learning was superior to traditional learning, 67

they did no direct comparison with individual VR-based learn- 68

ing, though. Our results indicate, however, that the benefits of 69

traditional collaborative learning do not easily translate to VR. 70

Apparently, some VR-specific factors, which are not fully ex- 71

plored yet (e.g., the specific task, usability, presence, avatars, 72

etc.), have to be considered and taken into account in order to 73

hopefully exploit the potential of collaborative learning in VR, 74

too. For instance, we found that the usability and the task seem 75

to be relevant, which is in line with previous studies [46]. How- 76

ever, increasing the former and changing the latter (more hands- 77

on, closer to real procedure) did not automatically lead to sig- 78

nificantly better collaborative performance. Naturally, one has 79

to be cautious when generalizing based on these results, as our 80

studies had only moderate sample sizes. 81

8. Limitations 82

One limitation of our studies is related to the adapted 83

CMELAC questionnaire. Although we assume it to be still 84

valid and reliable, we did not formally validate it. In addition, 85

the number of participants was relatively small in both studies 86

and usability ratings were mediocre in the first study (but good 87

in the second one), so the study’s power may be limited. Al- 88

though we deliberately chose the head+hands avatar represen- 89

tation (easy-to-use, robust), it might have had a limiting effect 90

on the perceived embodiment and (social) presence, which are 91

especially relevant in the multi-user condition. Also, it might be 92

possible that the new pre- and post-test variant in Study 2 might 93

have had positive effects on usability and learning progress, but 94

might have not been comprehensive enough to fully measure 95

the latter (many participants of the multi-user condition with 96

full scores). 97

9. Guidelines 98

In this section, we provide a set of guidelines and recommen- 99

dations that we have formulated based on our findings to help 100

guide the design of future VR learning tools. 101

• The benefits of traditional collaborative learning methods 102

do not seem to transfer easily to VR, as application design 103

and several VR-specific factors seem to have a significant 104

impact on effectiveness. 105

• Usability, cognitive load and possibly (social) presence 106

seem to be such important factors that need to be con- 107

sidered for effective collaborative VR learning. In gen- 108

eral, more research is needed in these areas, e.g. whether 109
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more immersive, high-fidelity, full-body avatars would1

have positive effects.2

• Minimize in-application distractions/non-task behavior in3

VR and guide participants’ focus. For example, by hiding4

irrelevant aspects and information, highlighting the impor-5

tant ones, introducing time limits, etc.6

• The learning task and assessment method should be hands-7

on; avoid multiple-choice questionnaires and text ques-8

tions in VR.9

• The test to measure learning progress should be compre-10

hensive and difficult enough to fully capture progress and11

potential differences between groups.12

• A hands-on consolidation phase such as in our Study 213

may be helpful, but more research is needed before defini-14

tive answers can be given.15

10. Conclusions16

To investigate the effectiveness of collaborative (anatomy)17

learning in virtual reality, we developed the Collaborative VR18

Anatomy Atlas, a multi-user VR application for anatomy edu-19

cation. We then conducted two user studies, each with a total20

of n1,2 = 33 participants, to compare individual learning with21

collaborative learning. Our application is built on Unreal En-22

gine 4 and offers an immersive multi-user learning environment23

in which users can interactively and intuitively explore detailed24

human anatomical structures in 3D, including a model of the25

circulatory system.26

The results demonstrate that our Collaborative VR Anatomy27

Atlas is effective for anatomy learning in both single and multi-28

user scenarios. Additionally, participants found the learning29

experience engaging and motivating, and reported moderate to30

high usability scores. However, no significant advantages or31

differences were found for the collaborative learning scenario32

in terms of learning effectiveness in compared to single-user33

learning. The results for motivation were generally similar, with34

a slight tendency for the collaborative scenario to score lower.35

Usability was slightly lower in one of the two studies, too, but36

was similar for both scenarios in the second study.37

Our results show that the usual benefits of classical collabo-38

rative learning do not easily translate to VR environments. We39

suspect that the lack of advantages for the collaborative scenario40

is due to the more complex shared environment and higher cog-41

nitive load. Other possible reasons include the avatars used not42

being immersive enough, resulting in low social presence, or43

the fact that learning anatomy in VR may not necessarily benefit44

from collaboration. However, in our opinion, collaborative VR45

settings can be effective and efficient for learning complex spa-46

tial knowledge, similar to real-world learning situations. Nev-47

ertheless, our results indicate that further research is necessary48

to determine the most effective 3D interaction techniques and49

forms of collaboration in VR to achieve these goals.50

11. Future Work 51

In the future, the first aspect we plan to focus on is to fur- 52

ther improve the usability and user experience, especially for 53

multi-user usage, by further streamlining the application and 54

its flow and by developing improved interaction techniques and 55

integrating more comfort features, such as different colors for 56

each avatar/its hands. In order to do so, it would be important to 57

investigate the level of usability in the individual phases of the 58

study to better understand which part might need improvement. 59

It also seems to be very important to actively encourage partic- 60

ipants to focus on the desired task and to prevent non-task be- 61

havior, so further research should also investigate how to guide 62

the focus, detect undesired behavior (e.g. using eye tracking), 63

and how to prevent it (technically and through adapted proce- 64

dures, e.g. time limits and achievements). A second important 65

aspect is to adapt and improve the pre- and post-test to make it 66

more comprehensive and to ensure that it is able to fully track 67

learning over a wide range. 68

In general, it would be highly important that future studies 69

are conducted with more participants and also include more 70

(novice) medical students. This would help to enhance the gen- 71

eralizability of the findings. In addition, it would be impor- 72

tant to normalize learning progress on the basis of pre-existing 73

knowledge and to formally re-validate the adapted CMELAC 74

questionnaire. We also propose to conduct further studies to 75

examine the impact of presence, cognitive load, more realistic 76

full-body avatars, and co-located vs remote collaboration. Fu- 77

ture research could also focus on exploring larger group sizes 78

and potential correlations between learning progress and gen- 79

der mix within groups, on potential positive effects of adding a 80

teacher/supervisor to each learning group, or on differences in 81

long-term knowledge retention. Finally, it may be interesting to 82

compare traditional VR setups with mixed reality setups. 83
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Appendix A. Additional Images 1

Fig. A.15: Animated 3D model of the circulatory system including both the arteries (red) and the veins (blue).

Fig. A.16: Interactive medical instruments (e.g., laser pointer, markers, scalpel, etc.) and the virtual tablet (e.g., to dynamically hide structures such as bones, change
settings, and navigation between levels).

Fig. A.17: The consolidating phase/room in which the participants have to correctly place the organs lying on the table into the human body to practice and
consolidate the new knowledge.
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Appendix B. Questionnaires1

Appendix B.1. Demographics questionnaire2

Gender: Age:

• Male

• Female

• Others

Profession:

Which learning type are you? Do you usually learn more efficiently?

• Visual type

• Auditory type

• Haptic type

• Intellectual type

• Alone

• In a group

• Both

Previous experience in VR: Have you ever tried a VR learning programme?

• none ◦ ◦ ◦ a lot • Yes

• No

3

Appendix B.2. Adapted Motivation Questionnaire (CMELAC) used in both studies (7-point Likert scale from “totally disagree” to4

“totally agree”):5

1. In general, I have enjoyed this playful activity in VR Anatomy Atlas.6

2. I would repeat these types of activities.7

3. I have felt motivated.8

4. I improved my knowledge of Anatomy.9

5. My interest in the subject of Anatomy has increased.10

6. My interest in learning in the VR environment has increased.11

7. This activity format has been appropriate to check my knowledge of the subject (Anatomy).12

8. Helped me identify my weaknesses in the subject.13

9. It helped me understand the content of the subject.14

10. With these types of activities, I learn more than in traditional classes.15

11. I enjoyed the interaction (e.g., grasping organs in hand, using medical instruments) in the VR environment16

12. The interaction elements have motivated me to carry out the activity.17

13. While playing in a VR environment, I was not aware of what was happening around me.18

14. I felt capable of carrying out the proposed activities.19

15. I found the activities comforting and valuable to me.20

Appendix B.3. System Usability Scale (SUS) used in both studies (5-point Likert scale from “strongly disagree” to “strongly21

agree”):22

1. I think that I would like to use this system frequently.23

2. I found the system unnecessarily complex.24

3. I thought the system was easy to use.25

4. I think that I would need the support of a technical person to be able to use this system.26
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5. I found the various functions in this system were well integrated. 1

6. I thought there was too much inconsistency in this system. 2

7. I would imagine that most people would learn to use this system very quickly. 3

8. I found the system very cumbersome to use. 4

9. I felt very confident using the system. 5

10. I needed to learn a lot of things before I could get going with this system. 6

Appendix B.4. Questions of the Pre-/Post-test for Study 1: 7

Where is the pancreas situated? Where in the abdomen is the appendix situated?

• In front of the stomach

• Behind the stomach

• To the left of the spleen

• Below the large intestine

• Behind the kidney

• Right part

• Lower left part

• Lower part

• Lower right part

• Upper part

Where are the adrenal glands situated? Where is the spleen situated?

• Above the kidneys

• In front of the kidneys

• Behind the kidneys

• In the lesser pelvis

• Above the diaphragm

• To the right of the stomach

• To the left of the stomach

• In front of the pancreas

• Behind the left kidney

• Above the left kidney

To what is the Medulla oblongata (extended spinal cord)
connected?

Where are the lymph nodes of the neck situated?

• Spinal chord nerves

• Back muscles

• Rip muscles

• Abdominal muscles

• Neck muscles

• In front of the neck muscles

• Superficially and deep within the neck

• Behind the neck muscles

• Behind the windpipe

• In the spinal canal

How many main vessels are responsible for supplying
blood to the hand?

How many muscles make up the frontal thigh muscles?

• 1

• 2

• 3

• 4

• 5

• 2

• 3

• 4

• 5

• 6

8

Appendix B.5. List of misplaced organs and grading criteria used in Pre-test & Post-test of Study 2: 9

Criteria: Incorrectly placed, Organ name, Correct location, This instance superfluous
Organs: Heart (Cor), Liver (Jecur), Stomach (Ventriculus), Spleen (Splen), Larynx Trachea Bronchus (windpipe),

Small Intestine (Intestinum Tenue), Large Intestine (Intestinum Crassum), Muscle thigh (Left Sartorius -
Left Vastus Medialis - Left Rectus Femoris), Right Urinary System (Systema Urinarium Dexter)

10
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Appendix C. Raw Data1

Appendix C.1. Subjective feedback given at the end of User Study 1:2

• The introduction helped me in VR, without the introduction I answered a question in the quiz twice.3

• For small objects, it would be useful to have a button to reset them to their original position (regardless of the area already selected).4

• Since the system is designed for medical students, it’s great.5

• Grapping organs in hand and learning about muscles in this way really made me more interested in learning anatomy through this VR setup.6

Improvement:maybe the connected muscles information would be nice to have.7

• Thanks for your great work!8

• Make the body rotatable. Simplify tablet interactions. While moving something, highlight the place where it comes from.9

• I really enjoyed it!10

• Possibly the design of the questionnaire at the end, for example to match the colours of the operating room or the other surroundings.11

• It could help if you couldn’t reach through the upper layers.12

• Very well illustrated.13

• Touching and moving the organs helped to understand their position in the body better than 2D images. It was helpful to have a conversation14

with someone else about things like what kind of organ it is. I didn’t feel sick, just dizzy, but it was a bit disorientating that the other person15

wasn’t in the VR.16

• Activity is good.17

• If more than one person is playing at the same time and one person changes the settings, the other person’s settings may change.18

• Buggy tablet in multiplayer.19

• Optimisation of the simulation with two players at the same time.20

• Dizziness after use and dry eyes.21

• It was fun. After the activity I was slightly dizzy and the perception (visually) is a bit strange.22

• I would have liked to be able to hide the muscles.23

• Better learning results when learning on your own or with a teacher.24

• When placing an organ (bone or muscle) back, it should always be shown where it was originally supposed to go, even if it is far away.25

• Gravity cool!26

Appendix C.2. Subjective feedback given at the end of User Study 2:27

• [heart symbol]28

• Good resolution and 3D organs.29

• The VR Activity to understand Anatomy was extremely fun. If I can study like this for everything...30

• Thank you, it was my first time for this experience (Symbol happy face).31

• I think there should be Wiki-like information about the organs if we triple touch them.32

• The control of the positions of organs are not determined by their own abilities. The examiner was necessary. Accordingly, you are very33

dependent on him. If you want to learn ‘on your own’, it could be difficult to determine the positions without prior knowledge.34

• I didn’t realise my own mistakes. I probably wouldn’t have improved without the advice from the examiner.35

• Maybe start without nerves and vessels to reduce clutter.36

• Multiuser was laggy and sometimes imprecise. Headset causes headaches.37

• VR headset like Vision pro would be better. VR headset is uncomfortable, I don’t like wearing it.38

• Very small body parts were sometimes difficult to grasp. Otherwise, the system was easy to learn and to operate/use. The interaction with39

the organs was fun and helped me to better localise the latter in the body.40

• I think the principle of learning anatomy is good. A magnifying glass would be great for finding hidden organs.41

• For a long time I felt a bit dizzy. Overall, however, I felt well/comfortable.42

• VR makes me headachy, apart from that I love it.43

• It was fun and very informative. There were a few things I didn’t know and where I was able to expand my knowledge.44
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