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Abstract—Small bodies (e.g. asteroids and moons) are one of the
most important targets for physical exploration of space. For
space missions, it is a central aspect to test the guidance, naviga-
tion, and control algorithms. This is typically ensured through
physically-based simulations of the space mission in a virtual
testbed, because of its time and cost-efficiency. Information
about the gravitational field is crucial for the orbit and especially
for planning a landing maneuver. Most small bodies have an
irregular shape, which contributes to a complex gravitational
field.

In this study, we present and compare three different methods
to model the gravitational field of small bodies and apply them
to three test cases that we describe in detail.

Our first method is based on the polyhedral method that pro-
vides a closed-form analytical solution of the gravity field for
(assumed) homogeneous density. The idea behind the second
method is to represent the small body’s mass by a polydisperse
sphere packing. This allows us an easy and efficient computation
through parallelization on the GPU (Graphics Processing Unit).
The third method models the internal mass distribution of the
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body as a set of solid elements in spherical coordinates. The
body is divided into longitudes and latitudes and the radius is
divided into subsections. The used size of the volume elements is
chosen to ensure high accuracy in representing the shape of the
body. All three methods are also applicable on the surface of the
body, making it interesting in the context of surface gravimetry.

We evaluate the three methods using two ideal shapes (sphere
and cube) and one real shape model (Martian moon Phobos).
We compare the gravitational acceleration at their surface and
measure the relative error of the models concerning the analyt-
ical solutions. We also look at the computational cost of each
method. Our proposed methods indicate that each of them is
suitable for modeling asteroids with different characteristics.
We provide reliable gravitation data for purposes such as space-
craft orbit analysis and evaluation of the small body’s surface
domain.
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1. INTRODUCTION

In the last years, several robotic spacecraft have visited small
celestial bodies, i.e. asteroids, and comets. For example, the
Japanese Hayabusa mission touched down on the surface of
the near-Earth object Itokawa in November 2005 to collect
material from the surface [1]. The follow-up Hayabusa-
2 mission, launched in 2014, arrived at its target in June
2018 and deployed two rovers and a small lander onto the
surface of asteroid Ryugu. After the spacecraft successfully
fired an impactor into the asteroid in February 2019 to create
an artificial crater a sample was collected from beneath the
surface of the asteroid [2]. The spacecraft is now on its way
to the small asteroid 1998 K'Y26 during the extended mission.
The comet 67P/Churyumov-Gerasimenko was orbited by the
European Rosetta spacecraft from August 2014 until the
end of September 2016 including the landing of Rosetta’s
Philae lander in November 2014. The mission ended with
the landing of the Rosetta spacecraft on the comet on 30th
September 2016. The spacecraft of the still-active mission
OSIRIS-REx traveled to the near-Earth asteroid Bennu and
collected a sample of the material from the surface. The
sample will return to Earth in 2023. The planetary defense
mission Hera!, which is currently under development at the
European Space Agency (ESA), will be launching in October
2024. The spacecraft will visit the 65803 Didymos binary
asteroid and will measure among other scientific objectives
the outcome of NASA’s DART mission kinetic impactor test.

During all of the above-mentioned missions, close-proximity
operations have been or will be carried out. The conventional
way to model the gravitational attraction acting on a space-
craft uses a spherical harmonic [3] or ellipsoidal harmonics
[4] representation for the gravity field. This method is of high
accuracy and low computational cost, but with the disadvan-
tage that the spherical harmonic or ellipsoidal harmonics rep-
resentation is only valid outside of the circumscribing sphere
(Brillouin sphere). It diverges inside of the Brillouin sphere,
e.g. [5]. Therefore, it cannot be used when a spacecraft or
lander is getting close to the surface of an irregularly shaped
body and alternative methods are needed for representing and
calculating the gravity field inside the Brillouin sphere.

However, when missions include a landing on such a small
body, the spacecrafts obviously have to descend into the
Brillouin sphere. Moreover, they usually have to land au-
tonomously, due to the communication delay. Consequently,
a detailed model of the gravity field inside the Brillouin
sphere is essential for successful missions to small bodies.
Even though the type of method is a basic prerequisite to
model and design the trajectory of a lander on an irregularly
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shaped body, it can also be used for autonomous landing on
a small body concerning the higher computational onboard
capabilities. This would also include autonomous detection
and selection of the landing site and therefore also the on-
board computation of different landing trajectories. Another
application of the methods is to model the interior structure of
a body based on its known gravity field and shape for example
derived from Radio Science and camera observations from
larger distances.

Various methods have been proposed to circumvent this
handicap of the divergence inside the Brillouin sphere, i.e. to
compute the gravitational field closer to the surface. They
typically differ significantly for the computation time and ac-
curacy. The next section provides a review of these methods
with their advantages and also shortcomings.

In this paper, we propose a method to systematically compare
such gravity modelling algorithms. In order to do so, we have
defined a set of challenging shapes:

o A perfect sphere. For this shape, we can compute the
gravitational field analytically. It is easy and fast to compute,
however, a sphere cannot be polygonized perfectly. Hence,
we additionally provide polygonal approximations of the
sphere in different resolutions and different parametrizations.
This is challenging, especially for models that rely on polyg-
onal shape models.

o A perfect cube. Similar to the sphere, we can derive the
gravitational field of a cube analytically. In contrast to the
sphere, it can be perfectly polygonized. However, due to the
sharp edges, it is challenging for methods that do not rely on
polygonization.

o A highly detailed polygonal model of the Martian moon
Phobos. This case is prototypical for a small celestial body
of irregular shape. Moreover, there is currently an active
mission that actively measures its gravitational field. This
will be improved further by the currently planned upcoming
Japanese MMX mission. Hence, in the near future, our results
can be directly compared to actual measurements.

We selected three commonly used methods — namely a
polyhedral method and two different mascon methods — in
order to compare them systematically. In Section 3 we
start with a detailed description of the three methods, while
the succeeding Section 4 addresses the selected test cases.
Section 5 covers and discusses the obtained results via the
polyhedral method and the mascon methods for the various
shapes (sphere, cube, and the Mars moon Phobos), followed
by conclusions and future work.

2. PREVIOUS WORK

In this section, we firstly provide an overview of the different
methods used to compute the gravitational field of small
bodies. Second, we review earlier work that focused, like this
work, on the comparison between these different methods to
compute the gravitational field.

Gravitational Field Methods

For the calculation of the gravitational field inside the Bril-
louin sphere and hence on the body’s surface, different meth-
ods have been developed. The most accurate method, at least
as long as we assume a constant distribution of the density, is
the Polyhedral Method (PM) [6]. The accuracy depends only
on the polygonal resolution of the celestial body’s 3D model.
A drawback is that it is relatively computationally intensive.
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The computation time increases with an increasing polygon
count. We describe this method in detail in our Section 3
below. There exist some extensions to allow the PM to
handle varying densities within the body. The sliver approach
developed by [7] does this on a global level. Variations on
the local scale surrounding individual evaluation points were
presented by [8]. In this work, however, we consider only
homogeneous densities.

Another popular approach is the mass-concentration (mas-
con) approach. Here, a body of arbitrary shape is subdivided
into small mass elements, so-called mascons. Decreasing
the mascon size increases the accuracy, however, this also
leads to an increasing computation time. Other than for the
PM, there are different implementations of this method. The
both mascon methods Mascons - Sphere Packing (MSP) and
Mascons: Spherical coordinates (MASC) are also used in
this work and introduced in Section 3 with the PM. Two
other mascon implementations were presented by [5], using
uniform-sized cubes and spheres. Note that the potential of
the individual cubes was calculated using the expression used
for the PM [6]. A combination of the mascon and spherical
harmonics approach was proposed by [9]. The basic idea is
to discretize a model of Phobos into small cubes, and then
evaluate the spherical harmonic gravitational field of each
individual cube.

Method Comparisons

While there is a multitude of works using the different grav-
itation field computation methods introduced in the previous
paragraph, the inter-comparison between different methods
as done in this work is still limited.

The single-sized sphere and cube mascon approaches were
compared by [5] with the PM method on the example
Itokawa. Relatively large deviations were found close to the
surface that diminished with increasing altitude. Note that [5]
also compared the difference in gravitational field between a
single cube and sphere, however, this is not to be confused
with the comparisons made in Section 5.

Another comparison was done of the MSP with the PM by
[10]. The bodies compared were the asteroids Itokawa and
Lutetia, as well as Eros, however, the presented results were
limited to altitudes of 100 m and 1 m above the surface, and
therefore did not include comparisons directly on the surface.

In [11] the authors have proposed a finite element method
to compute the gravitational potential and gravitation with
tetrahedra. Their method combines the mascon and poly-
hedral methods. After the conventional division technique
(tetrahedralization) they have used the polygon method for
each tetrahedron and also compared it to the polygon method
for the whole asteroid 216 Kleopatra as an example. Their
errors seemed to be very small and limited by floating-
point precision, but they have not provided any run-time
information.

A comparison between the finite cube elements method and
shapes with an analytical solution for gravitation was done
in [12]. The cubes were approximated as spheres because
it allows an easy calculation of gravitation and also reduces
the running time. Moreover, they have investigated a fractal
object, the effects of choosing a structural index S7, which is
a measure of the degree of homogeneity of gravity/magnetic
equations and they focussed on solving the inverse problem:
estimating the inner structure of asteroids with Euler de-
convolution.

3. METHODS

This work uses and compares a total of three methods:

o the Polyhedral Method (PM),
o the Mascons - Sphere Packing (MSP) method, and
o the Mascons - Spherical coordinates (MASC) method.

When referring to mascon methods, we refer to both methods
MSP and MASC. In the following, each of these methods is
introduced in detail.

Polyhedral Method (PM)

The polyhedral method (PM) is a well-known analytical
closed-form approach to compute the exterior gravitation of
any polyhedron shape developed by [6]. One big advantage
is that this method is valid and stable down to the body’s
surface, i.e. also inside the circumscribing Brillouin sphere,
where e.g. spherical harmonics are prone to divergence. This
makes the methods interesting for surface gravimeter science
[13], [14] and landing operations [15], [16], as well as touch-
and-go maneuvers [17]. On the downside, however, the
method only works for a homogeneous (constant) density
throughout the body and does not intrinsically allow to vary
the density within the shape. While this method works even
on the surface of the body, it is undefined on a vertex or edge
which limits the solution space of the cube analysis (Section
5).

For the PM, we use an algorithm implementation developed
by [18] with minor adaptations. This code was verified with
an independent PM implementation, provided by [19]. The
gravitational attraction can be expressed as

g(z) = —Gp Z Eijrij-Lij+Gp Z Fijkrijrewijk
ec€ facets
(1)

where we refer to [6] for the full derivation and to [19] for a
slightly adapted notation.

ecedges

Mascons: Sphere Packing (MSP)

Our second competing method is based on mascons. In
general, the idea behind the mascon model is to subdivide
a body into smaller parts, called mascons. The gravitational
field of each of these mascons is calculated by concentrating
the mass of this element in its center and computing the
gravitational field of a point source. Integration over the
mass elements then yields the resulting gravity. Traditionally,
mascons are often represented as uniform cubes or spheres.
The MSP method uses a slightly different approach: the main
idea is to use a polydisperse sphere packing, i.e. the spheres
are all inside the shape, they are allowed to differ in their
radii and they do not overlap each other. This should lead to
a better distribution of the mascons for faster computations
times and higher accuracy.

Moreover, spheres allow an easy computation of gravitational
acceleration at any point. If we consider a set of n spheres,
then we can compute the gravitational acceleration at a given
point x as follow:

“~ GM;
gx)=>» — )

2 Ti
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Figure 1: In la is a polygonal mesh of Phobos (275k
triangles, [21]) with the corresponding sphere packing in 1b
(800k spheres, generated with Protosphere [20]) and a cross-
section of the packing in lc.

with r; = ¢; — x the vector between the sphere center ¢; and
given point . M; is the mass of the sphere and G the gravita-
tional constant. We also easily parallelize the computation of
Equation 2: For each mascon, a thread is running to compute

Algorithm 1 Gravity(SpherePacking S, QueryPoint x)

for all spheres s; € S do in parallel
Ti =C —X
gi(x) = Hciji\ﬁ’é T
end for
parallel scan over all g; compute g(z) = Y .-, g:(x)

the gravitational acceleration and a parallel scan sums up the
accelerations. We have two main challenges with the mascon
model: the arrangement of mascons and the assignment of
masses to the mascons.

Sphere Packing Arrangement—We use spheres to represent
the mascons, therefore we have to subdivide the space with
spheres. Unfortunately, we can not achieve a complete
covering of the targets volume. From Kepler conjecture, we
know that uniform spheres can cover at most \/% ~ 4% of

the target volume. We use polydisperse sphere packings, to
cover potentially more volume than that.

An Apollonian sphere packing is a fractal structure based on
rules. That idea was extended in [20] to arbitrary 3D objects,
which we use here. It uses a greedy algorithm that prefers
larger spheres. The result is a potentially space-filling sphere
packing (see Figure 1). The spheres do not overlap and they
are completely inside the 3D object.

Compared to methods presented in [22], that place spheres
in a fixed grid, Protosphere is more robust, faster, and has
a better filling fraction. The greedy choice of the largest
spheres provides a level-of-detail automatically. A very
simple solution would be to limit the number of spheres if
spheres are in descending order with respect to their size.

With no modifications, Protosphere generates sphere packing
fractions of more than 90% for most asteroid-like objects
with 100k spheres. This packing density is more than 5%
higher in [22]. Our higher packing density should improve
the gravitational field estimation. It is possible to define the
minimum and maximum size of spheres for packing and we
can change the optimization criteria for packings to influence
the arrangement. We have tried to place more spheres near
the surface, which lead to an unexpected increased error for
the gravity at the surface. Therefore, we present here our
results using the standard greedy implementation and keep
investigating the previous issue.

Mass Assignment for Spheres—In the second step, we assign
masses to the spheres, which are inside the 3D mesh. The
total mass M of an asteroid must be equal to the sum of all
mascons. It is not trivial to assign masses to the mascons,
especially when using sphere packings. The voids between
the spheres can lead to significant errors. The difference in
sphere sizes leads to an inhomogenous void distribution. To
solve this problem, we use our method that we call “Delta per-
centage volume increase” (DPVI). Typically, smaller spheres
have a higher proportion of empty volume in their neighbor-
hood, so the idea is to increase smaller spheres more than

larger spheres. We set the volume of a sphere to V; + VT"’”
where V; is the volume, r; the radius of the sphere, and x is
obtained through Equation 3, which includes the constraint
that the sphere packing volume after incrementing has to be

equal to the volume of the polygonal model V.

bl
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To compute the individual radius increase dr; of each sphere,
the following cubic equation can be solved:

Vi-x  An(r; 4 6r;)°
T - 3

“4)

With the final volume or radius of a sphere, a corresponding
mass can be assigned considering a homogenous density.

Mascons: Spherical coordinates (MASC)

The second mascon method models the internal mass distri-
bution of the body as a set of solid elements in spherical co-
ordinates. The software package hereafter referred as MASC
was originally developed to derive gravity field coefficients
based on shape and internal density distribution and has been
successfully applied to the Mars moon Phobos [23] and the
67P/Churyumov-Gerasimenko [24]. It was for this study
extended to compute in addition the gravitational acceleration
acting on a spacecraft at a certain position. The structure of
the software is divided into three parts:

1. In the first part, the provided shape model is divided
into longitudes ¢ and latitudes \ with an a priori specified
resolution to ensure the accuracy of the derived quantities.
Different shape models such as analytical shapes (sphere,
ellipsoid), a spherical harmonics representation of shape, and
SPICE shape models can be processed [25].

2. The next step is to structure the already processed shape
model into sub-volume elements by dividing also the radius
R with a specified length (see Figure 2). Each of these
volume elements is assigned a specific density p that defines
the mass of that element. Spherical harmonics and moments
of inertia are outputted and a table of mass elements with their
according center of mass position ¢; as an entree for the next
processing step.

3. In the last step, the total acceleration acting on a spacecraft
at position 7 is computed as the sum of the accelerations of
each of the beforehand defined mass elements m; = v;p;
according to Equation 2.

4. TEST CASES

Before presenting the results in the following three sections,
we introduce the three test cases and the general test setup
that ensures comparable results. The three test cases are



Figure 2: Subdivision of the shape model into small mass elements with MASC.

1. Homogeneous sphere for the comparison with an analyti-
cal solution

2. Homogeneous cube for the comparison with an analytical
solution

3. Homogeneous Phobos test case

More details on the individual methods are provided in their
corresponding subsection. All methods use the same value

for the gravity constant: G = 6.674 - 10*11Nk’T’§2 and the
analytical cases use the homogeneous (arbitrary) density p =
1000kg/m3, while the third case uses the density of Phobos

used by [21], p = 1860kg/m?>.

Obviously, for a sound comparison, the gravitation evaluation
points need to be identical for all methods. As the PM is not
defined at the polyhedron vertices (Section 3) we decided to
take the center-point of each facet as the evaluation point as
the center of the three vertices 1, j, k.

[xeva.‘| 1
Yeva. | = 5
Zeva. 3

Initially, we also created evaluation points “on-orbit” on
five concentric spheres, however, the deviations between the
results were, as expected, largest on the surfaces of the three
shapes/bodies. Consequently, we will limit the analysis of
the results to the above-described surface points. Without
question, the evaluation points of the analytical solutions are
identical to the ones used for the three methods.

T, +x; + X
Yi +y; + Yk
Zi+Zj+Zk

®

Test Case Sphere

For the sphere test case, we chose a perfect sphere with a
radius of 1km. The sphere case is interesting and challenging
because the representation of such an ideal sphere is not
possible with each method. Besides this difficulty, it has
a simple analytical solution, which makes it attractive for
comparisons.

Considering a perfect sphere, the following statements can
be postulated regarding the resolution (res) and the difference
between computation and true solution (diff):

o The MSP method could fill the sphere with a single sphere,
leading to a perfect match between method and analytical
solution, thus diff = 0.

o The MASC method will converge to the true solution using
a high resolution, i.e. for res— oo the diff— 0.

« The PM cannot analyze a perfect sphere, as implied by the
name, we need a polyhedron that approximates the sphere,
similarly, as the number of polyhedron facets n — oo the
diff— 0.

To solve the representation problem, we have decided to

(a) Icosphere with 320

(b) UV-sphere with 360 tri-

triangles. Triangle- angles. Subdivision in lon-
subdivision (red): One gitude (green) and latitude
triangle is divided into four  (blue).

triangles.

Figure 3: Spherical shapes with the lowest resolution we
have used. Colors indicate the two subdivision processes.

use two different kinds of parametrizations of the sphere.
Our first sphere is based on an icosahedron, that has 20
triangles. After two successive subdivisions we obtain an
icosphere with 320 triangles (see Figure 3a). On each edge
of a triangle, a new triangle point is created and scaled to the
sphere radius. Therefore, the number of triangles grows with
20 - 4™. The second sphere is based on spherical coordinates,
which means we can subdivide the sphere with two angles
respectively longitude and latitude (UV sphere, see Figure
3b). This method allows more freedom to aim for a specific
number of triangles. At first, we created six icospheres with
an increasing number of triangles, because of the limited
freedom of the algorithm. Then we used the number of
triangles from the icospheres as a reference, that we manually
approximated for the six UV spheres while we were keeping
the ratio between longitude and latitude constant.

In the sphere test case, our evaluation points are not the
triangle center of the different spherical shapes. Instead, our
evaluation points are lying on a perfect sphere with each point
having a norm that is equal to our chosen radius (1km). We
chose the points based on an icosphere with 81920 triangles.
Then we computed the center points of the triangles and
scaled them equal to the radius of our ideal sphere. Of course,
all our spherical shape models approximate that ideal sphere
and constant chosen radius. For each individual method, we
assess the deviation from the true solution as a function of the
shape triangulation and number of facets.

Test Case Cube

Our second test case is a cube with an edge length of 2km.
Unlike a sphere, a cube can be easily defined through a
polygonal model. We use a polyhedron of 6 x 2 = 12



Figure 4: Subdivision iterations (red) of a cube face (green)
in equal-sized quads and after triangulation (blue) the evalu-
ation points are the centroids of the triangles.

triangular facets. However, the sharp-edged shape of a cube
is more challenging for methods based on spherical mascots.
Like the sphere, the cube allows an analytical solution to
compute the gravitational field by using existing analytical
expressions for right rectangular prisms.

Different analytical expressions for a right rectangular prism
were reviewed in [26]. We use the analytical expression
derived from Okabe [27] for the vertical component of gravi-
tational acceleration as given in Equation 6:

2
9. = —GPZZ PG HCNEICa lxz In(y; +7ijk)

i +Yj + Tijk
%k

+y; In(z; + riji) + 224 arctan 6)

with

Yi =Y =N, k=2 Ck @)

Tijk = \/ T + Y7 + 2} (3)

The sides the cube are parallel to x, y, z axes and its dimen-
sionis defined by & < & < &,m < <2, (1 < ¢ < (o
Other gravitational components g, and g,, can be obtained
through cyclic permutation.

Ii:xfgh

To determine the evaluation points on the cube surface, we
did first a subdivision of each face like in Figure 4. Then
we triangulated the quad and used the triangle centers as
evaluation points. With n iterations, the number of triangles
grows exponentially: 2 - # facets - 4™. We use six iterations
respectively 49.5k evaluation points on the cube surface,
since this resolution already highlights differences very well.
Similarly, the evaluation points could have been chosen based
on a grid with a specific resolution.

Phobos

For our last test case, we have chosen the Martian inner
moon Phobos. Phobos is an applicable case because the
still ongoing Mars Express mission is able to perform close
flybys at Phobos [28]. Another Phobos mission is already
on the horizon, the Japanese MMX spacecraft [16], which
will visit the Mars moon and observe it from a Quasi Satellite
Orbit (QSO) in the mid-2020s. The carried simulations in
this paper can support the planning of future observations
and the analysis of data from the two missions. We use the
high-resolution shape model provided by [21]. Also, Phobos
has one remarkable large crater Stickney and a large number

Figure 5: Vertices of Phobos Wavefront (OBJ) file from [21]
used for the gravitation comparison.

of smaller craters which are very well resolved in the shape
model (see Figure 5). Additionally, this offers a realistic
shape that is more complex than the sphere and the cube.
Regarding the gravity evaluation points on the surface, we
compute them as the centers of each triangular facet.

5. RESULTS

In this section, we provide the results of our systematic
evaluation of the different methods in the three scenarios.
First, we show detailed graphical and numerical comparisons
for the sphere (Section 5) and cube (Section 5) test cases with
their respective analytical solution for different parameter
settings like parametrization or polygon count. Finally, we
compare results of the different methods for the Martian
moon Phobos test case. In this scenario, we set the PM
method as the ground truth, considering a homogeneous
density throughout the body, and show the differences to the
two different mascon methods.

The relative comparison is done taking the ratio 7 of the
resulting gravitational acceleration of the numerical compu-
tation gy, to the analytical solution g4, as:

7= I 009, 9)

gana

Therefore, a ratio 7 < 100% represents an under-estimate of
the gravitational acceleration, 7 = 100% is a perfect match,
and 7 > 100% represents an over-estimate (over-shoot) of
the gravitational acceleration.

Our results were computed on different hardware, with
double-precision floating-point numbers on each platform:

« PM (CPU): Intel® Core™ i7-8850H (Matlab)

e MSP (GPU): NVIDIA GeForce RTX™ 3080 (CUDA)

e MASC (CPU): Intel® Xeon® Gold 6134 CPU using 32
threads (Fortran).

It should be noted that different hardware is used for the three
models, which is why the specified calculation times cannot
be directly compared. However, the general tendency of the
computation times is obvious.



Comparison with Analytical Sphere Model

The gravity field of the perfect sphere with radius r has a
simple analytical solution as we can see in Equation 2. There-
fore, in the first step, we compare this analytical solution to
the results of the three investigated methods.

For the PM method, the computation time increases with
an increased number of faces, which we also report. While
the computation times were recorded on different machines
for the three methods, the relative change compared to the
improvement in accuracy provides insights to the relation
between time vs. accuracy in gravity computation for the
different methods.

The polyhedral method was applied to the icospheres and UV
spheres for the different number of facets. The comparison
with the analytical solution is shown in Figure 6 for the
icospheres and in Figure 7 for the UV spheres. The colorbar
is always interpolated between the min. and max. values,
so the interpretation is done with the values listed in Table
1. Note that the comparison is done directly on the surface
where the differences are maximal. Generally, with the poly-
hedron not exceeding the perfect sphere, the total mass of the
polyhedral volume will be always smaller than the analytical
solution given the same density, which results in a smaller
gravitational acceleration. This difference becomes smaller
with higher resolution. But also a variation in the deviation
patterns exist for the different shape models, especially, when
comparing the coarsest resolutions of only 320 (icosphere)
and 360 (UV sphere) facets, respectively.

For the icosphere, there are hexagonal regions of overshoot
and underestimation of the gravitation, clearly visible for
the lowest resolution (Figure 6a). When increasing the
resolution, two observations can be made, repeating that the
range of differences decreases: Firstly the individual regions
of over- and undershoot decrease in size while the number
of these regions increases. Secondly, these regions begin to
group in larger regions (Figure 6b, 6b, 6¢, 6d), eventually
forming very large regions of over- and undershoot, decreas-
ing the number of these regions to 4 regions of overshoot
and eights regions of underestimation for the plotted visible
hemispheres (Figure 6f).

In contrast, the results for the UV sphere forms a quite
different pattern. The (dark blue) regions of the underestima-
tion form circular regions, while lesser underestimates form
diamond-like shapes (Figure 7a, 7b, 7c). At the “equator”,
these overshoots are individual regions, while they grow
together forming latitudinal bands towards the “poles”. Other
than for the icosphere, for the UV sphere, these features
become continuously smaller, not forming visible global
patterns (Figure 7d, 7e, 7f).

The reason for this different behavior, depending on the
parametrization of the sphere, is based on the icosahedral
symmetry: our icosphere is based on the icosahedron. Con-
sequently, all vertices have exactly six adjacent triangles,
except 12 vertices which have five adjacent triangles. This
results in the soccer ball-like pattern that we observe for the
icosphere. Triangles become smaller, the closer they are to
these 12 icosahedron vertices. This means, the triangles are
not distributed equally but in the proximity of the icosahedon
vertices we have a higher frequency.

In contrast, for the UV sphere, the vertices are defined
through spherical coordinates. If we increase the resolution,
then we have also more vertices touching the ideal sphere sur-

face along the latitude and longitude circles and the sizes of
the triangles depend on the spherical distance to the equator.
This is a regular pattern that we can observe in our Figure 7.

Finally, the relative (mean) error is compared with the compu-
tation time in Figure 8. It can be observed a clear saturation,
where initial increases in the number of facets have a sig-
nificant influence on the achieved accuracy of the gravitation,
whereas the last step for both spheres adds only little accuracy
while increasing the computation time each by more than a
factor 4.

Overall, it can be concluded that while computationally ex-
pensive, and detailed (large) shape files are needed, it is
well possible with the PM to approximate an ideal sphere.
However, this method intrinsically does not allow the perfect
gravitation assessment of spherical/round shapes, or surface
features, and therefore remains an approximation for such
features, limited by the shaped file (observation) resolution.

The MSP approach works internally with ideal representa-
tions of the spheres, therefore it includes the analytical solu-
tion and a possible comparison would result in zero (beside
floating-point limitation).

Hence, we additionally decided to fill the polygonal shapes
with a single sphere. With our one-single sphere packing,
we covered a relatively high amount of volume. However,
this covered volume is not important in this case: For a
single sphere, the mass assignment is trivial, it is the density
multiplied with the volume of the whole spherical shape. It
can be seen as a single point mass and because of that, our
results reported in Table 2 should state the most accurate
results we can theoretically get from each spherical shape
model. It can also be seen as a conversion from a polygonal
sphere model back to an ideal sphere model. This enables us
to measure the mean error for the conversion to a polygonal
model: If our ideal sphere has the mean surface gravity G;
and our shape model has G as the mean surface gravity,
then the mean approximation error is G; — Gs. By using
one sphere we can see a small and constant computation time
(1.4s) compared to PM and MASC.

When we compare the PM to MSP, we can see that the grav-
itational acceleration results are getting closer with higher
shape resolution in general. However, the results for the UV
sphere are closer together than for the icospheres. We assume
that the reason for it might be the way we have chosen our
evaluation points for the sphere test case.

The MASC approach uses spherical coordinates to subdivide
the shape into mascons. Therefore, shapes similar to spheres
are favorable for a high accuracy computation of the accel-
eration. Due to the limitation by the shape, i.e. the perfect
spherical shape is only approximated by icospheres or UV
spheres, the PM method provides a good solution besides
the analytical expression or trivial mascon method (one point
mass).

MASC provides the ability to model and subdivide a perfect
sphere into mascons. The resulting surface acceleration can
be approximated using 64.8k mascons with an overall mean
difference to the analytical solution of 0.0007% for example.
As it can be seen in Table 3, the accuracy obtained with
MASC is close to the results from PM and MSP. For all dif-
ferent shapes, 64.8k mascons have been used and therefore,
the computation time is also identical for all cases.



(d) # 20480 (e) # 81920 (f) # 327680

Figure 6: Icospheres with the number of faces. Using PM for individual surface gravity visualization: min. (blue) and max.
(red). Visualization is identical with the min. and max. values from Table 1.

(d) #20448 (e) # 82368 (f) # 328328

Figure 7: UV spheres with the number of faces. Using PM for individual surface gravity visualization: min. (blue) and max.
(red). Visualization is identical with the min. and max. values from Table 1.
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Table 1: Comparison of gravitation computed for different sphere shape models using the PM, compared to the analytical
solution. Due to the approximated polyhedron lying within the perfect sphere, all values are below 100 %. All values in
percent, giving the ratio of the PM to the analytical solution. Additionally, we provide the corresponding computation times

T.omp and the standard deviation over the full surface o.

Shape | Min. [%] | Mean [%] | Max. [%] [ 0 [%] | Teomp.[s] |
ic0:320 958599 [ 96.6437 [ 97.9965 [ 03968 273
ico:1280 | 989134 | 99.1447 | 99.4826 | 0.1121 732
ico:5120 | 99.7232 | 99.7836 | 99.8566 | 2.7918E-2 277.1
ico:20480 | 99.9302 | 99.9442 | 99.9578 | 5.4776E-3 345.3
ico:81920 | 99.9825 | 99.9844 | 99.9878 | 1.2096E-3 | 27105
ico:327680 | 99.9955 | 99.9960 | 99.9970 | 3.0489E-4 | 12,749.2
uv:360 94.6775 | 959555 | 97.8482 | 0.6550 282
uv:1224 982785 | 98.7374 | 99.3877 | 0.2242 68.1
uv:5040 99.5589 | 99.6832 | 99.8505 | 5.9350E-02 266.0
uv:20448 | 99.8887 | 99.9209 | 99.9632 | 1.5308E-02 642.7
uv:82368 | 99.9702 | 99.9793 | 99.9905 | 4.0139E-03 | 2,597.6
uv:328328 | 99.9931 | 99.9954 | 99.9979 | 9.4118E-04 | 112333

Table 2: Comparison of gravitation computed for different sphere shape models using the MSP with a single sphere, compared
to the analytical solution in percent. G5 can be interpreted as a theoretical limit for each spherical shape. MMM. stands for
Min., Max., Mean and is equivalent to mean gravity Gs. The last columns compare other methods to G.

Shape MMM.,G, [%] |  0[%] | Teomp.[s] | PM -G, [%] | MASC —G, [%] |
ic0:320 96.6152 9.2827E-11 1.4 0.0285 0.0127
ico:1280 99.1380 6.8273E-11 1.4 0.0067 0.0039
ic0:5120 99.7835 1.0206E-10 1.4 0.0001 0.0011
ic0:20480 99.9458 1.2944E-10 1.4 -0.0016 0.0004
ico:81920 99.9864 1.7308E-10 1.4 -0.0020 0.0003
ic0:327680 99.9966 4.8705E-11 1.4 -0.0006 0.000
uv:360 95.9561 1.3250E-10 1.4 -0.0006 0.0083
uv:1224 98.7372 9.6639E-11 14 0.0002 0.0002
uv:5040 99.6832 1.2205E-10 1.4 0.0000 0.0001
uv:20448 99.9208 1.2052E-10 1.4 0.0001 0.0003
uv:82368 99.9793 1.3138E-10 14 0.0000 0.0001
uv:328328 99.9955 8.3166E-11 14 -0.0001 0.0000

2r —i

——ICO-Sphery]
—#—UV-Sphere

1.982 * * * * * !
2 2.5 3 3.5 4 4.5
10810 (Tcomp, [S])

Figure 8: Comparison of mean error of 7 as a function of
computation time (and therefore number of facets as listed in
Table 1).

The small difference between the results MASC and PM
or MSP can be explained on the one hand by the selected
resolution, but the effect should be small as shown above
for the perfect sphere case. The other contribution to the
difference is the fact that MASC computes the center of the
mascons not at the center of the facets as it is the case for
PM. This leads to mascons used by MASC which do not
perfectly match the facets of the shape. It can be concluded
that MASC provides a similar accuracy as PM for different
shape representations for a sphere.

All three methods are capable to compute the gravitational
acceleration of a sphere on the surface with a high resolution.
Modeling a perfect sphere is very favorable for MSP since
it can be realized with just one single sphere. The needed
computational time for MASC and MSP are independent
of the resolution of the shape model whereas for PM is
dependent on the number of facets of the used shape model.
It should be noted that the icosphere shape always provides a
better approximation than the UV sphere when compared to
the analytical solution.



Table 3: Comparison of the gravitational acceleration computed for different sphere shape models using the software package
MASC, compared to the analytical solution. All values in percent, giving the ratio of the MASC results to the analytical
solution. The corresponding computation times 7, are identical for all cases since the same resolution is used (64.8k mass

elements).
Shape | Min. [%] | Mean [%] | Max. [%] | 0 [%] | Teomp. [s] |
ico:320 96.4633 | 96.6279 | 96.8495 | 0.1000 47
ico:1280 | 99.0958 | 99.1419 | 99.2062 | 0.0289 47
ico:5120 | 99.7718 | 99.7846 | 99.8017 | 0.0075 47
ic0:20480 | 99.9421 | 99.9462 | 99.9541 | 0.0022 47
ico:81920 | 99.9847 | 99.9867 | 99.9954 | 0.0013 47
ic0:327680 | 99.9957 | 99.9966 | 100.0056 | 0.0013 47
uv:360 955245 | 959644 | 96.7512 | 0.3782 47
uv:1224 98.5980 | 98.7374 | 99.0073 | 0.1242 47
uv:5040 99.6471 | 99.6833 | 99.7531 | 0.0313 47
uv:20448 | 99.9120 | 99.9211 | 99.9382 | 0.0075 47
uv:82368 | 99.9760 | 99.9794 | 99.9861 | 0.0021 47
uv:328328 | 99.9942 | 99.9955 | 100.0041 | 0.0012 47

Table 4: Comparison of cube gravitation computed for the
three different methods compared with the analytical solu-
tion. For the PM, the order of magnitude of the deviation is

given.

| Method | Min.[%] [ Mean[%] | Max.[%] | o[%] ]
PM 100 — 10~ 12 100 100 +10=12 | 10713
MSP 100k 98.6829 100.0534 100.9607 | 0.2992
MSP 300k 99.1722 100.0394 100.6124 | 0.1948
MSP 600k 99.2450 100.0300 100.4872 | 0.1531
MASC 64.8k 84.7789 101.8223 109.4622 | 5.6377

Comparison with Cube

The analytical solution for gravitational acceleration on the
surface of a cube is provided in Figure 9a and the comparison
of the three methods with the analytical solution is summa-
rized in Table 4.

With the representation as a polyhedron, PM provides an
analytical solution, and hence we only provide the order of
magnitude of the deviation, caused by the numerical com-
putation. However, as stated in Section 3, the PM is not
defined on the edges/vertices of the shape, where the method
returned NaN. For the comparison here, we have excluded
these evaluation points, but have noted the limitation of this
method here.

The comparisons of the three methods to the analytical solu-
tion are plotted in Figure 9b and 10. In black, the excluded
values for the PM are visible due to the absence of the
numerical solution here.

The analytical solution and the quasi-identical PM solution
clearly show symmetry of the gravity field, and therefore per-
face. The same is true for the MASC solution, but not for the
MSP.

With the MSP we have created three different packings. We
have linearly increased the number of spheres in the packings,
ranging from 100k to 600k. From Table 4, we can see an
improvement in every category with increasing the number of
spheres, as we would expect from a mascon method. Also, we
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can see that the improvement seems not to be linear with an
increasing number of spheres. The most important observa-
tion is probably the tendency of overshooting. In Figure 10a
we can clearly see a reddish noise pattern. The reason is our
mass assignment heuristic: if we would naively just assign the
mass to the homogeneous spheres and not consider the empty
volume, we would have an overall underestimate. Instead,
our heuristic assigns proportionally more mass to smaller
spheres which is the reason for the reddish overshooting
pattern. If we increase the number of spheres, this produces
also smaller spheres close to the surface. Hence, it could be
expected that the error at the surface would increase, but the
opposite is the case. Our average error decreases with more
spheres. An undershooting can be observed at the edges and a
circular pattern at the cube face centers. The reason for these
edges is that the relative large spheres are placed elsewhere
and our greedy algorithm prefers them. This problem is
demonstrated in Figure 11. From that figure, we can also
observe, that we have a large sphere in the cube center, which
leads to the circular pattern at the center of the cube faces.
The spheres are getting smaller when we are going to the face
center and at some distance from the face center, there are no
small spheres (blue circles, Figure 10a), since we have a fixed
number of spheres. So we observe a gradient from under- to
overshooting going to the face center.

Subdividing a rectangular shape like a cube in spherical co-
ordinates shows the disadvantage of the method used within
MASC. It can be clearly seen in Figure 10b that there is
an underestimation of the acceleration at the edges of the
cube, where the shape cannot be approximated precisely. At
the center of each surface, the acceleration is in very good
agreement with the analytical solution. But moving towards
the outer edges of the cube the gravitational acceleration
is overestimated by a small portion. The difference to the
analytical solutions becomes in the following smaller until the
underestimated regions at the corner and edges are reached.
It is obvious that the mascons in spherical coordinates are not
a good choice to approximate rectangular shapes. A higher
resolution would help to overcome the problem but with the
cost of a much higher computational effort.

As the results were produced on different machines, we do
not compare the computations times here. Qualitatively, we



(a) Cube with analytic solution [27]. The surface gravity

of five faces:, min. (blue) and max. (red). The center (a) MSP 600k. Smaller undershooting at the 12 edges
of each cube’s face is showing the highest gravitational and larger at the face center. Also, overshooting between
acceleration. edges and face center.
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(b) As expected, the agreement between PM and analyt- (b) MASC. Clear undershooting at the 12 edges. Also, a

ical solution is quasi-perfect. The five edges cutting the T :
5 faces are parily visible (black) where the PM is not square-like overshooting between edges and face center.

defined on the edges. Figure 10: Using percentage difference to PM as reference

Figure 9: Surface gravity of the cube and percentage differ- for surface gravity: overshoot (red) and undershoot (blue).

ence between analytic solution (reference) and PM.

11



(a) 10k Spheres

(b) 600k Spheres

Figure 11: The cube is a challenging case for the MSP method: the left-hand side shows an example of problems with non-
uniform distribution and packing density. Compare the top left corner of the cube with the other corners, and see the gaps
at the centers of the cube’s sides. More spheres improve these issues, see the right-hand side. (Both images show the same

cross-section.)

can state that here the PM benefited most from the rectangular
shape, reducing the computation time to tens of seconds for
a comparable number of evaluation points, as the number
of facets (12) was very small, driving the computation time
complementary to the number of evaluation (field) points.
MASC is using the same number of mascons (64.8k) as for
the sphere case. Therefore, the computation time depends
only on the number of points on the surface where the
acceleration is evaluated, but it is clear that MASC is not
suitable for rectangular shapes since it can not model the
edges very well. The MSP has a similar problem with the
edges, but the error is smaller compared to MASC. Overall,
the PM has in this test case strong advantages over the mascon
methods with a neglectable error (107'2%) and the lowest
computation time.

Comparison on Phobos

As shown for the cube in the previous section, we consider the
PM as the reference solution for the gravitation of the polyhe-
dron shape model of Phobos provided by [21]. For this shape,
we have computed the surface gravity using PM in Figure 12.
We can see circular and relatively strong gravitation in the -Z-
direction and in the +Z-direction (vertical). Also, the lowest
gravitation appears to be near the Stickney crater (Figure 12d,

12).

The relative comparison is done taking the ratio 7 of the
resulting gravitation of the two individual mascon methods
Imascon tO the PM gpM as:

PM __ gmascon . 100%

T =
apm

(10)

Again, a percentage 77 < 100% represents an under-
estimate of the gravity, 77" = 100% is a perfect match,

and 7'M > 100% represents an over-estimate (over-shoot)
of the gravity.

We have generated three different sphere packings with MSP,
ranging from 100k to 800k spheres. Also, we can overall
observe similar results in Table 5 as in the cube test case.
As expected, the mean error is smaller than in the cube test
case. Even if we use significantly fewer spheres, the MSP
performs better than in the cube case. From Figure 13 we
can also observe the noisy pattern and also blueish circular
pattern (Figure 13c), that we already know from the cube
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Table 5: Phobos: Comparison of gravitation of the two
mascon methods compared to the PM.

| Method | Min. [%] | Mean [%] | Max. [%] | o [%] |
MSP 100k | 98.9972 | 100.0193 | 100.9009 | 0.2577
MSP 400k | 99.4752 | 100.0118 | 100.5060 | 0.1473
MSP 800k | 99.4878 | 100.0092 | 100.4153 | 0.1122
MASC 64.8k | 96.9273 [ 100.1197 | 104.9161 | 0.7071

case. Again, the overshooting pattern comes from the MSP
heuristic and the blueish spots indicate a lack of smaller
spheres in that area.

The shape of Phobos is much more suitable for MASC since
it is related to an ellipsoidal shape representation. This can
be seen by the results of the comparison with PM in Table
5. The mean value of the gravitational acceleration is on the
surface in good agreement with the solution by PM. A few
points (red in Figure 13) exist showing an overestimation of
the acceleration. They are all related to the bottom of craters,
i.e. the depth of the bottom of the craters is large enough.
Underestimation is related to the rims of the crater, which can
be clearly seen at the Stickney crater. It can be concluded that
the overall performance of MASC is in very good agreement
with results obtained by PM, the small parts with under and
over performance can be improved by a higher resolution at
the specific locations. Such a variable resolution at specific
locations has not been implemented yet, but is planned for
the future.

Again, due to the different machines used, we do not re-
port the absolute computation times. However, a strong
disadvantage of the PM was the computation time of about
12 hours for the detailed shape model paired with a large
(global) number of evaluation points. The computation time
for MSP compared to PM was by two orders of magnitude
faster than PM. Also, MASC was by one order of magnitude
1 significantly faster than PM.

The largest deviations for the mascons method seem to appear
where striking features as craters or terrain elevations appear.
For craters, this can be seen well in the Figures 13a (blue
spot) and 13d (yellowish circular). In the -Z-view direction
smaller craters are more remarkable with MASC than with
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Figure 12: Surface gravity computed with PM for Phobos: min. (blue) and max. (red). Axis indicates the viewing direction.
Larger gravitation for + Z and smaller for + X viewing direction. Also increased gravitation at giant crater Stickney (visible in

+Y direction, on the right side).

MSP. Also the elevation around the Stickney crater is visible
for both methods (blueish, Figure 13b, 13e). Another two
elevations can be seen in the -X-direction and lower part in
Figures 13c and 13f. Overall, we can say that the striking
features are less outstanding for the MSP 800k than for the
MASC 64.8k method.

To summarize: PM gives us the most accurate results for Pho-
bos but has also the highest computation time. The mascon
methods both have similar issues with craters and elevations,
yet they are more outstanding for MASC. However, this issue
might be different with a higher resolution model of Phobos.
The lowest computation time has the MSP method with the
lowest reported error of 0.0092% on average.

6. DISCUSSION

This work provides a systematic comparison between three
different methods to compute gravitational acceleration. In
the context of small Solar System body exploration, each
method has different advantages and disadvantages, making
them more or less suitable for various application cases.
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Firstly, assuming that a polyhedral shape file of the small
body of interest is available, we have shown that, assuming
constant density, we can arrive at a computationally expen-
sive exact solution for the gravity field. This can be useful
for early mission planning, but the limitation with respect to
inhomogeneities demands future work as will be discussed
in the final section. This disadvantage does not appear for
the two mascon methods. Moreover, we observed, that the
accuracy of the “exact” polygonal method, depends on the
polygonal resolution, which is obvious, but, to our knowl-
edge, has never been quantified, but also to the parametriza-
tion of the shape. This is an important factor that requires
further investigation.

Secondly, while computation time is non-crucial as long as
the spacecraft is on the ground, it becomes an important
aspect during the mission proximity operations in the target.
Here, different use cases might demand quick computation
time, e.g. when performing large numbers of computations
times such as for a Monte Carlo analysis. For example, the
JAXA MMX mission will deploy the MMX rover to land
on Phobos and both ESA Hera carry-on CubeSats (Juventas
and Milian) will/consider to (respectively) attempt landing on
Dimorphos. While we identified some (little) uncertainty in
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Figure 13: Surface gravity comparison of mascon methods to polygon method as percentage reference: min. (blue) and max.
(red). Axis is showing view direction. First row (13a, 13b, 13c¢) is using MSP 800k and second row (13d, 13e, 13f) MASC with

64.8k mascons.

the exterior gravitation computation in the mascon methods,
the computation times will allow a detailed landing analy-
sis where uncertainties in the initial conditions (deployment
conditions) can be accounted for a large number of possible
descent trajectories (that is integrated using the acting gravity
at each integration step). Therefore, the quick methods allow
live (online) decision-making for mission operators, or even
autonomous decisions onboard a spacecraft, ensuring the best
deployment conditions while minimizing the risk of arriving
in unsafe landing locations. The same reasoning can be
extended to so-called touch-and-go maneuvers, often per-
formed for sample-return missions. Here, we also recall that
spherical and elliptical harmonics generally used for mission
analysis on-orbit will break down within the Brillouin sphere,
making them less usable for close-proximity operations than
the three methods tested here.
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Third, we consider the surface itself, either stationary landed
as the CubeSats Juventas and Milani, or roving such as the
DLR/CNES MMX rover. Here, the computation of surface
gravity can be useful for data analysis, e.g. of the Juven-
tas surface gravimeter GRASS, but also for rover surface
operations, e.g.ensuring good roving stability, minimizing
the risk of tipping over. Locally, we found that on the
surface the mascon errors can be relatively large, favoring
the PM method. However, a hierarchical approach with high
resolution on the local scale and lower resolution further away
might be favorable, possibly combining different methods.



7. CONCLUSION AND FUTURE WORK

In this study, we have at first presented three different meth-
ods to compute the gravitational acceleration for irregular-
shaped and homogeneous bodies. Our first method (PM)
was based on the polyhedral method and our second and
third were based on the mascon method. The second
method (MSP) uses sphere packings to represent the mas-
cons, whereas our third method (MASC) uses spherical co-
ordinates to subdivide the body into solid elements.

Then, we defined three test cases to provide a solid compar-
ison between our methods and analytical expressions for the
gravitational acceleration. In the first test case, we had a
sphere that we have approximated with different polygonal
meshes (Icosphere, UV sphere). For our second test case, we
have created a polygonal model of a cube and in the third test
case, we have chosen the Martian innermoon Phobos. For
every test case, we have described in detail the parameter
settings and also how we have determined our evaluation
points.

Overall, our test case setup allowed us to highlight the
strength and limits for each method in each case. For the
sphere case, the mascons methods can provide the most exact
solution. A direct comparison would be trivial. So we
compared them by using the polygonal model of the sphere.
This allowed us a non-trivial comparison with the mascon
methods. PM showed a relatively high computation time
with an increased number of facets. From the cube case, we
could see, that the polygon method had an advantage over the
mascon methods since it provided a solution that was almost
equal to the analytical solution. The mascon methods had
the largest errors, this was the worst case for them. Also, the
advantage for PM was here, that the polygonal cube shape can
be exactly described with few faces. However, this changed
in our Phobos case, where we have had more faces and com-
plexity. Since no ground truth data is available, we compared
our mascon methods to the polygonal method (PM). The
MSP method performed better in the Phobos case compared
to MASC. It provided higher accuracy and in general fast
computation times. With the results of the test cases we
conclude, that we presented efficient and accurate methods
to compute the gravitational field of irregular-shaped bodies.
Their complex gravitational fields are especially important
in the physically-based simulation of space missions with
guidance, navigation, and control algorithms.

Furthermore, we want to investigate different density distri-
butions. This extension would make them even more appli-
cable for gravitational simulations. Also, this opens a way to
verify solutions to the inverse gravitational problem. Another
issue, that we want to make more clear, is probably the effect
of choosing the location for the evaluation points. Other
properties like inertia around the principal axes would also
be highly interesting to compare between different methods.
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