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Abstract

Vision-based markerless hand tracking has many applications such as virtual prototyping, navigation in
virtual environments, tele- and robot-surgery and video games. Due to the real-time condition and the high
complexity of the hand, which has its main reasons in the 27 degree of freedom and the high appearance
variability, hand tracking is a very challenging task with increasing attention in the computer vision com-
munity. A lot of approaches have been proposed to (partially) solve the problem, but no system has been
presented yet that can solve the full-DOF hand pose estimation problem in real-time.

The purpose of this survey is to give an overview of the approaches presented. First, we will explain the
challenges in more detail. Second, we will classify the approaches, and finally, provide the most important
approaches.
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1. Introduction

The purpose of this survey is not to give an exhaustive overview of all approaches but of the most
important ones, and provide an overview of the research area and the different methods to solve the hand
pose estimation task.

The task of vision-based hand tracking is to estimate the human hand pose based on one or multiple
cameras. The scientific interest in this task is very high, and the importance of hand tracking is larger than
ever due to the increasing interest in natural user interfaces.

The applications for hand tracking are manifold. On the one hand, there are a lot of professional applica-
tions such as assembly simulation, motion capture, virtual prototyping, navigation in virtual environments,
and rehabilitation. Hand tracking also has a high potential in medical applications, e.g. for sterile interaction
with patient related data or tele-surgery.

On the other hand, the interest in hand gesture driven game control is increasing strongly. For example,
human motion tracking found its way to the consumer market through Nintendo Wii, Sony Move, and
Microsoft Kinect. The goal of all three products is to track the human body. The Kinect is the first
markerless vision-based consumer product. It is able to track the whole body with fairly high accuracy.
The next consequent step is the precise tracking of the human hand, which can significantly improve the
interaction with many game genres and desktop applications.

The most recent application with strongly increasing interest in hand tracking are mobile devices to
improve the natural interaction with them.

These are only a few of the numerous applications for hand tracking. Obviously, most of them need the
hand to be tracked precisely and in real-time. Thus, algorithms to achieve this are an enabling technol-
ogy. But robust hand detection and recognition in uncontrolled environments is still a challenging task in
computer vision, especially on mobile devices due to their limited hardware resource.
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Figure 1: Illustration of the degrees of freedom (DOF) of the human hand. The valid hand poses form a manifold
in 21-dimensional space. With the additional 6 global DOFs (translation and rotation), we arrive at 27 DOFs. The
names of all joints can be found on the right-hand side of the illustration.

Thus, markerless vision-based hand tracking in real-time is an active research area. In the recent years,
the research speed has increased due to the high interest in this topic. Consequently, to get an overview of
this large research area, a survey is essential. To our knowledge, the most recent surveys on computer vision
based hand tracking are 4 years [1] and 6 years [2] ago. This is half an eternity in such an active research
area. Thus, a more up-to-date survey is necessary, which we will provide with this paper.

1.1. Challenges of Hand Tracking

The main challenges of camera-based hand tracking are the high-dimensional hand configuration space,
the high appearance variation, the limitations of cameras, and the potentially disturbing environment. In
the following, the challenges are described in detail.

1.1.1. High-dimensional Configuration Space

The problem dimension to estimate the foll-DOF hand pose is very high. Figure 1 illustrates the articu-
lations. Each finger has 4 degrees of freedom (DOF) which yield in 20 local DOF for the hand pose. Often,
an additional DOF for axial rotation is modeled the thumb. With the 6 DOF for the global position and
orientation the problem space has 27 dimensions.

1.1.2. Hand Motion and Appearance Variation

The human hand to be tracked varies strongly from person to person. The skin color for example depends
on the ethnic origins and the skin browning. The geometry of the hands are also very different, e.g. thickness
and length of the fingers, and width of the hand to mention only some of the varying parameters. Even the
kinematic can vary slightly between human beings.
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Figure 2: A skin color-based hand tracking approach will fail in the example image (left) due to the red door in the
background. The reason is that the skin segmentation (right) will classify most of the door as skin.

Additionally, the appearance variability of the hand is very high, and thus, it is challenging to detect
the hand in an input image because neither its appearance nor its position are known in advance.

1.1.3. Unconstrained Background

To be able to detect the hand in an input image, one first has to identify the image region corresponding
to the hand by applying a segmentation algorithm (e.g. skin color segmentation or background subtraction)
or extract features whose distribution on the hand and the background are sufficiently different (e.g. edges).
The more complex the background the less likely those features can be used to discriminate between hand
and background. For example skin colored regions in the background (Fig. 2) will heavily disturb a skin
color segmentation. Moving object in the background are an error source for background subtraction and
textured regions (consider for example a keyboard or a picture as shown in Figure 3) will produce a lot of
edges in the background that heavily disturbs any edge-based matching.

1.1.4. Camera Limitations

Current camera technology is limited in its capturing capability. In most real setups there are over-
and/or underexposed regions due to the low dynamic range of the cameras. Even HDR-cameras have a by
some orders of magnitude lower dynamic range than the human eye has.

Furthermore, most cameras capture only the usual three color channels and not the whole spectrum of
light.1

1Having the whole light spectrum, on could detect skin more reliable, and consequently would simplify the hand detection
task significantly.

Figure 3: An edge-based hand tracking approach will yield a low matching quality in the left image due to the large
amount of edges (right image) in the background.
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Figure 4: Hand tracking approaches can be classified into appearance and model-based approaches. Appearance-
based approaches use direct mapping techniques. In contrast, model-based approaches fit a hand model to the input
image to estimate the pose. Pose estimation can be formulated as function optimization (the hand pose is the
parameter set to be optimized) or nearest-neighbor search (find the hand pose most similar to the observed hand).

1.1.5. Real-time Tracking Condition

Most hand tracking applications need the hand to be tracked in real-time i.e. at least 25 full pose
estimations per second. This is a very strong condition in particular due to the high dimensional search
space. This condition is particularly challenging for tracking on mobile devices.

Due to the aforementioned challenges, hand tracking is a very interesting and active research area. A lot
of approaches have been presented in the past, using different algorithms, ranging from neural networks over
hashing to hand pose hierarchies. The motivation of this survey is to give an overview and classification of
the various approaches. We hope to help both new researchers in this area, who want to get familiar with
hand tracking, and advanced researches, who want to get a different point of view on the research area.

In the following, we will first classify the approaches and then explain many approaches in more detail.

2. Classification of Approaches

In this section, we will present ways to organize all hand tracking approaches in a taxonomy. Actually,
there are several ways to categorize the approaches [3, 2]. A lot of publications in the area of hand tracking
focus on the classification of a fixed number of gestures, others try to estimate the full DOFs including
all finger joint angles. Hand gesture classification can be done efficiently through classification algorithms,
e.g. support vector machines (SVM) or random trees. Recently, in the area of whole body tracking, an
approach for full pose estimation through classification algorithms has been presented [4, 5]. But it is very
questionable whether the application of this approach to the problem of hand tracking would work; this is
mainly due to the larger appearance variability of the hand compared to the whole body.

Most of the hand tracking approaches today use some kind of fitting, i.e., the hand model or parts like
fingers or finger tips are matched against the input image. This leads us to another way to categorize hand
tracking approaches: classification or fitting-based approaches.

One can also differentiate between approaches that are able to automatically initialize the pose and
approaches that need a manual initialization. Approaches with automatic initialization use a global search
of the hand pose in the configuration space. By contrast, approaches with manual initialization apply only
a local search in the neighborhood of the pose in the previous frame (trying to exploit temporal coherence).

Another widely followed categorization divides hand tracking into the following two categories: appearance-
based and model-based (Fig. 4). The term model-based means that a 3D hand model is fitted somehow
against the input image. Model-based approaches can either be formulated as optimization or nearest neigh-
bor search. The idea behind the optimization is simple: based on a initial match, the model is adapted and
fitted again until convergence. The nearest neighbor formulation considers a database with all possible hand
poses, which have to be tracked. Then, the goal is to find the most similar hand pose and the corresponding
position in the input image.

By contrast, appearance-based approaches try to learn a direct mapping from the input image to the
hand pose space. Most of them use fairly low-level features (e.g. edges or color blobs) or even no features
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Figure 5: Model-based approaches (left) use an object model (here the human hand) and match the templates, each
representing a hand pose, to the input image. In contrast, appearance-based approaches (right) try to learn a direct
mapping from the image space to the pose space.

at all (e.g. artificial neural networks). Thus, such approaches do not need to search the whole configuration
space because the information of the hand poses is encoded in the learned mapping. This typically makes
them computationally less expensive. On the other hand, they suffer from accuracy and stability due to poor
handling of noise and partial occlusion in the input image. Of course, appearance-based approaches need to
contain the information abound the hand model in some way, too. For example, in a neural network-based
approach, which maps the image pixels to the pose, a hand model is implicitly stored in the neural network
itself.

Figure 5 visually compares the idea of model- and appearance-based approaches.

2.1. Appearance-based Approaches

A typical appearance-based approach is used in [6, 7] to detect the hand position in a gray-scale image.
In a training step, multiple hand poses are trained. During tracking, “attention images” are used for
segmentation. Basically, the image pixels are directly used as input vector and a principal component
analysis (PCA) is applied for dimension reduction. A hand pose is successfully segmented by validating a
training image to be close enough in the low-dimensional space. Nearest neighbor search is performed using
a Voronoi diagram. The hand segmentation probability is evaluated using kernel density estimation.

A set of specialized mappings is trained based on data obtained by a Cyberglove in [8]. After a skin
segmentation, moment-based features are computed and used as weak mapping functions. This mapping
functions are combined to get a strong classification function.

Another classical appearance-based approach for hand tracking is used in [9]. They used a so-called
Eigentracker to be able to detect a maximum of two hands. Color and motion cues are used for initialization.
The eigenspace is updated online to incorporate new viewpoints. Illumination variations are handled by a
neural network.

In [10] skin-colored blobs are detected to localize the hand position. Next, the hand pose is estimated
by detecting the finger tips. The blobs are detected using a Bayesian classifier. Color changes during time
are handled by an iterative training algorithm.

[11] detect the hand position in the image using Camshift. A contour in Fourier space is computed
to obtain a scale and rotation invariant hand descriptor. After locating the hand position, the finger tips
are determined by a semicircle detector. Particle filtering is used to find finger tip location candidates. A
k-means clustering is applied to the candidates. The cluster centers (prototypes) are used as the final finger
positions.

Appearance-based approaches are also popular in the area of human body tracking. Basically similar
approaches as used for hand tracking can be applied but, compared to the hand, the appearance variability
for the whole body is by far lower. In [12] a statistical body segmentation is applied and low-level features
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Figure 6: A typical model-based hand tracking pipeline has 3 core methods: feature extraction, similarity measure
between hand hypothesis (typically denoted as templates) and input image, and a (fast) search strategy to minimize
the cost for the simultaneous hand position and pose estimation.

extracted. A mapping from this low-level features to the 2D body pose is trained using a set of examples.
This is done by first applying the Expectation Maximization (EM) algorithm to the examples. A mapping
function from the resulting clusters to the 2D pose space is trained. Given a new visual feature, a mapping
from each cluster is performed and the most likely chosen to be the most probable body pose.

Felzenszwalb et al. [13] uses difference of Gaussians (DoG) as features. They build a tree-structured
graph that roughly matches to the human body structure. Minimization is performed through the Viterbi
algorithm. In an earlier work [14] they used the color mean and variance of rectangular regions as features.

One of the main disadvantages of appearance-based approaches is their high sensitiveness to noise, feature
extraction errors, and partial occlusion. For example, if a finger tip is occluded, but not necessarily the rest
of the finger, the above approaches will fail to detect the finger. It is not even easy to determine which of
the fingers is occluded.

A promising alternative are model-based approaches.

2.2. Model-based Approaches

Model-based approaches search in the large configuration space to find the best matching hypothesis.
Basically, a descriptor, optimized for fast and accurate matching, is defined first. Then for all hand poses to
be tracked, the corresponding template is generated. During tracking, the hand poses are compared to the
input image by computing the similarity between the corresponding templates and the (preprocessed) input
image. Depending on the needs of the approach (number of poses that have to be detected, computational
power of target device) the templates are precomputed or generated online during tracking. Figure 6 gives
an overview of a typical model-based pipeline. The main differences between the approaches is the method
to compute the similarity between hypothesis and input image, how to compute each similarity evaluation
as fast as possible, and acceleration data structures to avoid as many similarity measure evaluations as
possible.

Most approaches for articulated object tracking use edge features and/or a foreground segmentation as
a preprocessing step. Similarity measures between the target object and the input image are defined based
on these features.

The advantage of model-based approaches compared to appearance-based approaches is that arbitrary
hand poses can be modeled including self occlusion. Partial occlusion by other objects can be handled
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Figure 7: Similarity measures for hand pose estimation can be categorized into four different measure types. The
categorization is based on the input modality used for matching. The most often used modalities are edges and the
hand silhouette area. Edge intensities, edge gradient and the segmentation likelihood can either be used directly
for matching or binarized before matching. Area-based features also allows to use the shape hypothesis directly
without applying a segmentation. The other two matching methods are based on depth information and visual hull
reconstruction.

robustly as well because the similarity measure between a hypothesis and an input image is only affected
by a limited amount.

A typical model-based pipeline is shown in Fig. 6. It has two core components:

1. similarity measures are used to test a hand pose hypothesis given an input image. The overall hand
tracking quality heavily depends on the discriminating power of the similarity measure itself. Addi-
tionally, the computation time of a similarity measure linearly influences the overall matching time
because hypothesis testing consumes most of the overall computation time.

2. smart acceleration data structures for hypothesis testing are essential for hand tracking due to the very
large configuration space, and consequently the huge number of hypotheses that would have to be
tested using a näıve approach. It is crucial to minimize the number of hand poses (i.e. hypotheses)
that have to be matched against the input image.

In the next section, we will first provide an overview of the different categories of similarity measures.
In the section following that we will categorize and describe the acceleration data structures.

3. Similarity Measures

In the area of hand tracking the most often used features are skin color and edges. Edges and silhouette
area (e.g. extracted using skin color) are complementary features and often combined into a single measure
using weighting functions. Other similarity measures are based on different input modalities such as stereo or
range images. Volume reconstruction-based approaches directly work on a 3D volume, but these approaches
have a large drawback. We will discuss these approaches in Sec. 5. Fig. 7 gives an overview of the different
similarity measure classes.

Skin color is used to segment the hand from the background, which yields the hand silhouette area.
Based on the silhouette area, similarity measures are needed to compare the similarity/difference between
the silhouette area of a hypothesis and the segmentation result of the input image.

Edge features are used in a similar way. First, edges are extracted from the hand hypothesis and the
input image; then a distance measure between the resulting edge images is used for matching.

In the following, we will first take a look at silhouette area-based similarity measures; then we will give
an overview of edge-based measures.
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3.1. Silhouette Area-Based Similarity Measures

Silhouette-area based similarity measures are very effective and fast for articulated object tracking. The
measure is continuous with respect to changes in pose space and robust to noise. Basically, the segmented
silhouette of the input image is compared to a hypothesis (also represented by its silhouette area). The more
similar both silhouettes are, the higher the matching probability is.

Silhouette area-based approaches can be divided into two categories. The first category needs a binary
silhouette of both the model and the query image. The second category compares the binary model silhouette
area with the likelihood map of the query image. To our knowledge there are no approaches using a non-
binary model silhouette. All approaches presented use a fixed hand modes and the hand model contains no
noise, thus there is no information gain using a non-binary representation. 2

A simple method belonging to the first class is proposed in [15]. They assume that the hand is in front
of a homogeneous, uniformly colored background. First, they applying skin segmentation to extract the
foreground. Based on the segmented region, hand size, center, and differences between particular pixels
on the boundary are used to detect the hand position. This information is used to recognize some simple
gestures, e.g. an open hand or a fist.

A more robust approach is proposed in [16] and [17]. First, the difference d between the model silhouette
and the segmented foreground area in the query image is computed. Then, the exponential of the negative
squared difference is used as silhouette matching probability P i.e. P = exp(−d2). A slightly different
measure is used by Kato et al. [18]. First, they define the model silhouette area AM , the segmented area
AI and the intersecting area AO = AI ∩ AM . The differences AI − AO and AM − AO are integrated into
the overall measure in the same way as described above.

In [19], the non-overlapping area of the model and the segmented silhouettes are integrated into classi-
cal optimization methods, e.g. Levenberg-Marquardt or downhill simplex. [20] first compute the distance
transform of both the input image and the model silhouettes. Regarding the distance transformed images
as vectors, they compute the normalized scalar product of these vectors. Additionally, the model is divided
into meaningful parts. Next, for each part, the area overlap between the part and the segmented input image
is computed. Then, a weighted sum of the quotient between this overlap and the area of the corresponding
model part is computed. The final similarity is the sum of the scalar product and the weighted sum.

In [21, 22] a compact description of the hand model is generated. Vectors from the gravity center to
sample points on the silhouette boundary, normalized by the square root of the silhouette area, are used as
hand representation. During tracking, the same transformations are performed to the binary input image
and then the vector is compared to the database.

A completely different approach is proposed by Zhou and Huang [23]. Although they extract the sil-
houette from the input image, they use only local features extracted from the silhouette boundary. Their
features are inspired by the SIFT descriptor [24]. Each silhouette is described by a set of feature points.
The chamfer distance between the feature points is used as similarity measure.

All the aforementioned approaches have the same drawback: to ensure that the algorithms work, a
binary segmentation of the input image of high quality is a pre-requisite. Binarization thresholds are often
difficult to determine, and even an “optimal” threshold often yields a loss of important information about
pixel-belonging-to-hand probabilities.

To our knowledge, there are much fewer approaches working directly on the skin color likelihood map
of a segmentation. The skin likelihood map contains for each pixel the probability that it belongs to a
region consisting of skin. In [25] the skin color likelihood is used. For further matching, new features, called
likelihood edges, are generated by applying an edge operator to the likelihood ratio image. However, in
many cases, this leads to a very noisy edge image.

In [26, 27, 28], the skin color likelihood map is directly compared to the hand silhouette. Given a
hypothesis, the silhouette foreground area (Fig. 8) of the corresponding hand pose and the neighboring
rectangular background of a given size are used to compute the similarity measure. In the skin likelihood
map, the joint probability of all pixels that correspond to the foreground is computed and the inverse

2Theoretically, it could make sense if one would combine multiple models e.g. varying hand geometry into one hypothesis.
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Figure 8: Illustration of silhouette area based matching approaches. The matching consists of computing the simi-
larity measure between a hand hypothesis represented by the silhouette foreground and background and the input
image represented by the skin likelihood map. A naive approach needs O(#pixels) time. Stenger et al. [26] proposed
an approach to reduce the computation time to O(contour-length) utilizing the prefix-sum. Mohr et al. [29] further
reduced the computation time to O(near-const).

probabilities corresponding to the background respectively. The fore- and background joint probabilities
are combined to the final similarity measure. The drawback of this measure is that its complexity linearly
depends on the number of pixels, and thus, on the image resolution and hand size in the input image.

Stenger et al. [26, 27] proposed a method to reduce the computation complexity to be linear to the
contour length. To this end, he utilized the prefix sum as acceleration structure. First, the product in the
joint probability is converted into sums by simply computing the joint probability in log-space. The row-wise
prefix sum in the log-likelihood image is computed. The original product along all pixels in a row reduces
to three look-ups in the prefix sum. With this, he reduced the computational complexity of the similarity
to be linear to the contour length which is the square root of the naive computation complexity. Figure 8d
illustrates the basic idea.

[29] further reduced the computational complexity to compute the joint probability as similarity measure
proposed by [26, 27] from linear to near-constant time (Fig. 8e). Consequently the computation of a similarity
is resolution-independent. For this purpose they used the integral image and a novel representation of
silhouette-areas based on axis-aligned rectangles.

Segmentation-based approaches have two main drawbacks. The first one is the segmentation itself: it
is an error-prone step because the segmentation is based on an assumption about the color distribution of
the foreground. There are mainly two ways to segment the hand: background subtraction [30] and skin
segmentation [31]. The former makes simplifying assumptions about the background color distribution,
which is especially problematic if the background is non-static, and the latter one about the skin color. The
second drawback of segmentation-based approaches is the silhouette area, which is a projection of the 3D
hand to 2D and, thus, a lot of important information about the hand shape is lost (this problem is further
discussed at the end of this subsection).

[32] proposed a novel similarity measure that does not need any kind of segmentation at all. The
idea is to compute the color distributions in the input image that correspond to the shape of the hand
and the corresponding background described by the template. They used the rectangle-based template
representation from [29] to be able to compute the similarity measure efficiently. A further advantage of
this similarity measure is that it trivially can be extended from color images to other input modalities such
as range images.

[33] uses a completely different segmentation-based approach by requiring the user to wear a colored
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Figure 9: Silhouette area-based similarity measures cannot resolve all ambiguities. Two example hand poses (left)
illustrate the problem. Using the silhouette-area as feature does not allow to distinguish between both poses because
the difference area (middle image, light blue area) is by far to small. In contrast, edge features allows us to distinguish
both poses because the edges significantly change (right, highlighted by a red ellipsoid) between the two poses.

glove. The descriptor is based on the gloves color coding. Each of the colors correspond to a specific part
of the hand. In a preprocessing step, the authors generate a database, containing descriptor instances for a
large number of hand poses. During tracking, they compare the database to the hand observed in the input
image using a Hausdorff-like distance between the centers of the color regions. The disadvantages of the
approach are that a homogeneous background is needed and a special glove is necessary.

The most important disadvantage of area-based approaches in general, and using a monocular camera in
particular, is that several hand poses can be hardly distinguished. The reason is that the silhouettes are too
similar from a specific point of view, i.e., a silhouette-based representation introduces a lot of ambiguities.
Such cases are, for example, fingers in front of the palm with a moderate flexion, as shown in Figure 9.

3.2. Edge-Based Similarity Measures

Edge gradient features are complementary to silhouette area-based features. While the silhouettes in-
formation utilizes the hand foreground and background, the idea of edge features is the border between
fore- and background and even more important the separation of the fingers from the palm. The idea is to
disambiguate hand poses that are unable to be distinguished using the silhouette. A further advantage of
edge features is that they are fairly robust against illumination changes and varying object color. However,
edges are not completely independent of illumination, color, texture, and camera parameters. Therefore,
smart algorithms are still essential.

Most of the edge-based approaches need binary edges, i.e. an edge extraction is applied to both a
projection of the hand model and the input image. Next, a similarity or, equivalently, a distance measure
between the edges is defined to compute the similarity between a hypothesis and the input image. In order
to outline the most popular distance measures, we first have to introduce some notations. Let IA and IB be
two edge images and A and B the set of coordinates of the edge pixels.

Then, one can use the Hausdorff distance from A to B as distance measure between IA and IB . The
directed Hausdorff distance with respect to metric d [34] is defined as the maximum of all distances from
each point in A to its nearest neighbor in B:

H(A,B) = max
ai∈A
{min
bj∈B
{d(ai, bj}}. (1)

The generalized form uses the kth largest distance instead of the maximum,

H(A,B) = kth
ai∈A
{min
bj∈B
{d(ai, bj}} (2)

where kth returns the k-largest value. The value k can be used to control the number of outliers that are
tolerated. In the area of hand tracking, IA would be used as template and IB as input image.

10



An approximation of the Hausdorff distance is the chamfer distance, which replaces the max operator
by the sum. The directed chamfer distance [35], [36] C from set A to B is defined as

C(A,B) =
1

|A|
∑
ai∈A

min
bj∈B

d(ai, bj) (3)

The chamfer distance can be formulated as a convolution of image IA with the distance transform of image
IB , and then, computed faster in Fourier space. Chamfer matching for tracking of articulated objects is, for
example, used by [26], [37], [38], [39], [40], [28], [18] and [41]. A disadvantage of the chamfer distance is its
sensitivity to outliers.

Both, chamfer and Hausdorff distance can be modified to take edge orientation into account, albeit
with limited accuracy. One way to do this is to split the template and query images into several separate
images, each containing only edge pixels within a predefined orientation interval [42], [26]. To achieve some
robustness against outliers, [26] additionally limited the nearest neighbor distance from a point of set A to
set B by a predefined upper bound. A disadvantage of these approaches is, of course, the discretization of
the edge orientations, which can cause wrong edge distance estimations.

[43] integrated edge orientation into the Hausdorff distance. They modeled each pixel as a 3D-vector. The
first two components contain the pixel coordinates, the third component the edge orientation. The maximum
norm is used to calculate the pixel-to-pixel distance. [28] presented a similar approach to incorporate edge
position and orientation into chamfer distances.

Edge orientation information is also used by [44] as a distance measure between templates. They dis-
cretized the orientation into four intervals and then generated an orientation histogram. Because they do
not take the edge intensity into account, the weight of edge orientations resulting from noise is equal to that
of object edges, which results in a very noise sensitive algorithm.

In [45] the templates are stored as a set of line segments, each line contains information of its position,
orientation, and length. In the input image, the line extraction thresholds are set such that most lines
belonging to the target object are found. This results in very low thresholds, which has the disadvantage
that many edges caused by noise are extracted, too. Consequently, the image becomes highly cluttered.
Matching is formulated as finding the best correspondences between template and input lines. Because a
large number of edges, produced by noise, are processed in the line matching step, the probability of false
matching is highly dependent on the input image quality and background.

[46] avoided thesholding or discretization of the edge gradient. For this purpose they first mapped
the edge gradients such that they can directly be compared using scalar product by keeping invariance
with respect to the sign of the gradient. The similarity measure can be formulated as convolution and its
computation time further reduced using Fourier transform. The similarity measure is designed to behave
robust in noisy regions by integrating the edge gradient of the neighborhood of the template edges. But, as
most other approaches, they still have to cope with varying edge intensities of important object edges.

[47] combine image edges with optical flow and shading information. They use a generalized version
of the gradient-based optical flow constraint, that includes shading flow. Using this model, they track the
articulated motion in the presence of shading changes. A forward recursive dynamic model is used to track
the motion in response to data derived 3D forces applied to the model.

[48] search for the fingers. Basically, the finger candidates are identified by the finger boundary edges.
They first compute the edge response using the Sobel operator. Next, the image is convolved by a specific
kernel containing the finger contour distance constraints. The candidates are scored by evaluating the image
content around the candidate location. Hysteresis thresholding is applied and finally the center position of
the fingers detected using Camshift. Applying a second Camshift to the skin segmentation gives the hand
center. The hand principal axis is computed as the difference between the center of the fingers and the
center of the palm.

The general problem with edge-based approaches is that they depend on the edge detection operators
quality. There always is a trade-off between high clutter and missing object edges, i.e. often, the hand pose
cannot be uniquely identified or not detected at all. Thus, if the input images have a cluttered background,
edges is not the best choice. An additional problem are edge responses of wrinkles on the hand itself. They
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are hard to be modeled correctly by the artificial hand model, typically used for matching. Thus, they have
to be treated as noise, and disturb edge-based similarity measures.

3.3. Other Similarity Measures

Edges and skin color have proven to work fairly robust in many cases, but one could consider other
features such as shading, texture, and optical flow to improve the matching quality. Only a few approaches
have been proposed that use such features, which will be surveyed in the following.

[49] uses hand texture and shading information. Pose parameters and shading are integrated into an
objective function. For shading information, they use the pixel-wise difference of color values between the
artificial hand model and the input image. Partial derivatives with respect to the pose space parameters are
taken. The resulting objective function is estimated using partial derivatives with respect to the pose space
parameters and the quasi-Newton optimization method. They have to handle the silhouette contour sepa-
rately because the derivative is not continuously differentiable. Texture information is estimated per frame
after the pose estimation to update the artificial hand model. The approach needs two strong conditions:
first, the artificial hand model has to be very close in shape and shading to the human hand to be tracked,
which is very difficult to realize; and second, the approach uses a local optimization, which needs a manual
initialization step.

[50] combine edge features, optical flow, and additional salient features. As salient features they propose
to use finger nails. A Hough forest is first trained and then used to detect the finger nails. The nail
correspondences problem is solved using integer programming. Differences of edges, optical flow, and nail
positions between hypothesis and input image are combined in an optimization function and minimized by
the Levenberg-Marquardt algorithm. The approach is computation-intensive and can, thus, be hardly used
in real-time tracking systems.

4. Fast Template Search Strategies

So far, we have discussed similarity measures for efficient hypothesis testing using template matching.
The similarity measure, basically, is responsible for the quality of the pose estimation. To be able to perform
hand pose estimation and tracking in real-time, one has to avoid as many similarity measure computations
as possible to save computation time. For this purpose, several acceleration data structures for template
matching have been proposed, which will be described in the following section.

The hand pose space forms a manifold in a high dimensional space. Depending on the hand model the
pose space has up to 27 dimensions.3 Consequently, in a typical tracking application, a huge number of
templates have to be matched. Additionally, at initialization, there is no previous knowledge about position
and state of the target object. Thus, one has to scan the complete input image to find the hand pose and
position. Of course, it is prohibitive to compare all templates to the input image due to the real-time tracking
condition. Thus, smart acceleration data structures are crucial so as to reduce the number of templates and
also the number of positions in the input image the templates have to be matched to.

Many approaches avoid the problem of simultaneous object detection and pose estimation by a manual
initialization, or they assume a perfect image segmentation. Manual initialization, however, means that the
approach needs to know the object location and pose from the previous frame. Making the assumption that
the object does not move very fast allows the approach to apply a local image space and pose space search.
Perfect image segmentation trivially allows to determine position and size of the object. This also heavily
reduces the search space because the location of the object does not have to be found, which significantly
simplifies the pose estimation task.

3The 27th dimension is the torsion angle of the thumb. The reason this additional DOF is often included in the hand model
is that the flexion and abduction angles cannot describe all valid thumb positions due to its complex joint configuration and
the surrounding muscles and tissue.
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In [22], an approach is proposed that needs both, manual initialization and a perfect segmentation.
They convert the hand silhouette into a descriptor, which is used to compare the query silhouette against
the database. Local PCA is applied to further reduce the dimension of the descriptor. To avoid an exhaustive
search, they assume an initial guess and search for the best match in the low-dimensional neighborhood.

Manual initialization is also needed in [28]. They use nonparametric belief propagation, which is able to
reduce the dimension of the posterior distribution over hand configurations. They integrate edge and color
likelihood features into the similarity measure, and consequently, they do not need the hand to be perfectly
segmented.

Similar preconditions are needed in [51, 49]. The similarity measure is integrated into an objective
function, which is then optimized by gradient descent methods. Hand texture and shading informations are
used in [49] and skin color in [51].

[16] uses a two-stage Nelder-Mead (NM) simplex search to optimize the hand position. They sample the
hand pose space using a CyberGlove. The first NM search is constrained to the samples to avoid getting
invalid hand poses. The second NM stage is a refinement and performs an unconstrained search in the
continuous configuration space. They employ edge and silhouette features to measure the likelihood of the
hypothesis.

[52] proposed a hand tracking approach that is designed to handle interactions with simple objects like
cylinders and spheres. They manually initialize the hand pose and then optimize the objective function
using the particle swarm optimization (PSO) algorithm. The objective function consists of two parts. The
first part contains the incremental fitting of the hand model to the input image. This is done using the
chamfer distance between binary edges, and the overlapping area between the hand silhouette and the binary
segmentation. The second part penalizes self-penetration of the hand and penetration of the hand with the
object the hand is interacting with.

Often, in real applications, neither a perfect segmentation nor an initial pose is given. A manual ini-
tialization is always tedious or not possible at all. Thus, several approaches are developed to search in the
whole configuration space to be able to estimate the object pose in (near) real-time. This is even more
challenging if the position of the object has to be detected as well. Particularly for objects with a high
shape variability such as the human hand, localization and detection cannot be done separately because
neither the appearance nor the location is known in advance.

Exemplar-based matching is basically the same task as image retrieval (image database query), as for
example used by several Internet search engines. Given a query image and an image database, the task
is to find the images in the database most similar to the query image. Converted to the problem of pose
estimation, the database contains the object in all poses and the query image corresponds to the input image
(e.g. obtained using a camera).

Many image database query approaches extract salient features e.g. color histograms, texture information
and coarse object silhouettes from the image. A descriptor is built based on the features and often further
compressed to obtain a very compact descriptor that can be compared extremely fast to the database. Due
to the very large databases, comparing all descriptors still is too slow, and thus, acceleration data structures
are utilized for nearest neighbor search (in many applications, the approximate nearest neighbor is sufficient).

Hashing, for example, is a popular data structure in the image retrieval research field. Several variants
of hashing are used, e.g. semi-supervised hashing [53], locality sensitive hashing (LSH) [54, 55] and modulo-
based hashing with a complex binary image descriptor as hash key [56]. Image database query approaches
try to find visually similar looking images, for example, identify images that contain a specific landscape or
the same object such as a car.

Object detection approaches, in contrast, need to find images from the database that best match with
respect to specific features e.g. the silhouette or edges. Basically, one only needs to use different features
to be able to apply image retrieval techniques to object detection. But the very compact image retrieval
descriptors are not able to characterize the object silhouette or edges appropriately. Thus, the descriptor
has to be redesigned and the acceleration data structure adapted.

Such an approach is for example proposed by [44]. They extended the LSH to the needs of human pose
estimation. They learned a set of binary hash functions offline from training examples. Each hash function
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is trained from a training example pair, and hash values of +1 or -1 are assigned, depending on whether
the distance between the elements of the pair is below or above a threshold. A subset of hash functions
are selected that minimize the classification error. Given a query image, the corresponding hash value is
computed and LSH utilized for a fast nearest neighbor search in a database consisting of example poses.

Hashing is also used by [57] for hand pose classification. Binary hash functions are built from pairs of
training examples, each pair building a line in the pose space. The hash values are in {0, 1} depending on
whether the projection of the input to the line is between two predefined thresholds or not. The projection
is computed using only distances between objects (e.g. hand pose images). The binary hash functions are
used to construct multiple multibit hash tables.

The main challenges of hashing for pose estimation are to choose the optimal size of the hash table(s)
and good locality preserving hashing functions i.e. hashing functions, such that similar poses are always
hashed to neighboring table entries and different hand poses to different entries. There is always a trade-off
between missing true positive matches (e.g. too large a hash table) and too many false positive matches (e.g.
too small a hash table or unfit hash function).

The idea to convert the evaluation of similarity measures to vector distances is used in [39, 58]. They
used a Euclidean embedding technique to accelerate the template database indexing. A large number of
1D embedding is generated. An 1D embedding is characterized by a template pair. AdaBoost is used
to combine many 1D embeddings into a multidimensional embedding. A database retrieval is performed
by embedding the query image, and then, comparing the vector in the embedded Euclidean space to all
database elements. Each embedding needs the similarity computation between the input image and all pairs
of templates characterizing the high-dimensional embedding.

The main challenges using embedding techniques for pose estimation are the choice of the mapping
functions and the number of dimensions. A bad mapping function can make the matching fail in many
cases. Too low a dimension also leads to bad matching results, while using too many dimensions mighty be
computationally prohibitive.

Several other approaches are proposed to reduce the computation time and the number of the similarity
measures for exemplar based object detection. A relevance vector machine (RVM) is used in [59] to reduce
the number of human pose examples the input has to be matched to. They extract the shape silhouette
and encode it using histogram-of-shape context descriptors to get some robustness to silhouette errors. The
vector quantization of the descriptor is used as an input for the RVM. They “train the regressors on images
resynthesized from real human motion capture data”. Pose estimation is formulated as a one-to-one mapping
from feature space to pose space.

Thayananthan et al. [42] also used a RVM. They used skin segmentation to localize the hand. The
RVM’s are trained using an EM type algorithm to learn the one-to-many mapping from binary image edges
to pose space. From a training set of 10.000 hand templates, 455 are retained.

RVM’s have a low generalization error, but they were originally designed for scalar outputs. For hand
pose estimation they have to be extended to multivariate outputs. The main problem of RVM’s for hand
pose estimation is the mapping, which basically is a weighted average of functions comparing learned hand
poses with the input image. Due to the highly nonlinear hand pose space, the RVM’s can only locally
perform well. Thus, a huge number of RVM’s have to be combined to cover the whole hand pose space.
This could lead to high computation times and potentially to limited accuracy at the intersections between
the individual RVM’s.

Another widely used acceleration data structure are hierarchies. Hierarchies can be built in pose or
feature space. A model-based tracking approach for multiple humans is proposed in [60]. They build a
combined hierarchy over the set of humans and the pose space of each human. In order to search for the
pose of the ith human in the scene, they synthesize humans with the best pose parameters found earlier.
Then, they search for the best torso/head configuration of the ith human while keeping the limbs at their
predicted values. Chamfer matching is used for hypothesis testing.

In contrast, a feature space hierarchy is utilized in [61]. They use an agglomerative clustering approach
based on the chamfer distance between object edges to build the hierarchy. Cluster prototypes represent the
nodes in the corresponding tree. Given a query image, the matching starts at the root node and successively
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visits the child nodes. For each node, the subtree is only further traversed if the chamfer distance to the
query image is below a threshold. They have measured a speedup of three orders of magnitude.

[62] used a hierarchical approach for hand gesture tracking with application to finger spelling. They use a
small database consisting of real hand images. The hand silhouette is extracted utilizing skin segmentation.
Applying a Fourier Transform to the silhouette, they obtain a high-dimensional feature vector. They build
a hierarchy by recursively applying PCA-based vector quantization to the vectors.

[26] proposed an approach that hierarchically partitions the hand pose space. “The state space is
partitioned using a multi-resolution grid”. The nodes at each level are associated with non-overlapping sets
of hand poses in the state space. “Tracking is formulated as a Bayesian inference problem”. During tracking,
they process only the sub-trees yielding a high posterior probability.

In contrast to the pose space hierarchy of [26], [29] used a feature space hierarchy to be able to build
a deeper template tree, which allows for faster matching. Their hierarchy is based on the silhouette area
of the templates. Inner nodes represent the intersection area of their child nodes. Leaves represent hand
poses and inner nodes represent the hand poses of all leaves in the sub-tree. Matching is performed through
traversal. During the traversal of the tree from the root node to a leaf, the hand silhouettes are getting
closer to a hand pose.

In general, template hierarchies have to be built carefully: templates have to be partitioned into child
nodes such that similar templates end up in the same node. Otherwise, during the matching, the probability
that the wrong child node is chosen (and, thus, the best matching hand pose is discarded) becomes too high.
This problem can be alleviated to some degree by multi-hypothesis tracking, i.e., following multiple paths
during matching.

A “degenerated” version of hierarchical matching is cascading-based matching. The idea of a classical
hierarchy is to keep the computation time low by minimizing the number of matches in the upper tree levels.
In contrast, the idea behind cascading is to still match all candidates, but heavily reduce the computation
time for each match. In this way, the root node consists of a very fast but inaccurate measure, and the
leaf/leaves of more expensive and accurate measures.

The idea of cascading was first proposed in [63]. They use a large set of features and learn the most
discriminating one utilizing AdaBoost. Then, they combine “increasingly more complex classifiers in a cas-
cade, which allows background regions of the image to be discarded early while spending more computation
time on more promising object-like regions”. For evaluation, they applied their approach to face detection.

The idea of cascading is also used in [64] for face detection. First, they perform feature reduction
by choosing relevant image features using statistical learning approaches. Second, they build a hierarchy of
classifiers. “On the bottom level, a simple and fast classifier analyzes the whole image and rejects large parts
of the background. On the top level, a slower but more accurate classifier performs the final detection”.

In [38], cascading is used for hand shape classification. Four different classifiers are employed, based
on edge locations, edge orientations, finger locations, and geometric moments. “Database retrieval is done
hierarchically by quickly rejecting the vast majority of all database views” using finger and moment-based
features. They reported that they could reject 99% of the database in this step. Then, the remaining
candidates are ranked by a combination of all four classifiers.

The risk with cascading lies in the choice of the optimal balance between simple (but fast) and complex
(but slow) classifiers to reject true negatives. If the features are too simple, true positives could be rejected
as well. If the features are more complex, the approach may become computationally inefficient but still
does not have the guarantee that no true positives are rejected.

5. Other Approaches

Some approaches cannot clearly be categorized into one of the above categories. In this section, we will
provide an overview of such approaches.

Depth information has the potential to replace edge features because all edges belonging to hand and
the contour of the fingers that are relevant for matching are also visible in the depth images. The reason
is that at the hand contour, there is always a depth discontinuity which results in different depth values.
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Additionally, depth images also have area information and, thus, can be used for area-based similarity
measures.

5.1. Approaches Based on Depth Information

Several approaches using depth information have been presented. [65] used two cameras positioned at
the same distance as the human eyes. A foreground segmentation was applied, filtered and edges based
on the segmentation extracted. Both segmentation and edges are used to compare the hypothesis to the
input images. A particle filter is used for hand pose prediction. The input images from the two cameras are
treated separately and combined as a last step in the tracking pipeline.

A disparity map is generated in [66] to estimate the depth at all image positions. A hand model consisting
of cones and spheres is matched to the depth image using an ICP (Iterative Closest Point) technique. The
tracker is initialized manually and the pose in the next frame predicted using Kalman filtering. Only
moderate frame-to-frame movement is allowed.

The main problem of stereo images are the correspondence problem (i.e. find corresponding point in the
images from the two cameras) and, consequently the limited reconstruction accuracy of a disparity map.
Additionally, disparity maps are generated using images from only two viewpoints, which by far is not
enough to resolve all ambiguities, and it still suffers from the problem of conventional color images (edge
noise, segmentation errors, etc.).

A better way to recover the 3d information are range cameras. In the recent years, cameras providing
depth information became more and more available. For several years, Time of Flight (ToF) cameras are
available.

[67] used projective geometry to match the hand template to the depth image. First, a part of the 27-
dimensional configuration space was sampled and a dimension reduction using PCA performed. A particle
filter in the low-dimensional space was used to find the hand pose in the next frame. Their distance measure
between the hand hypothesis and the input image uses both image coordinates and depth information.

In [68], the hand pose is estimated using a ToF camera. The depth information was primarily used
to segment the hand from the background. Features like finger tips, finger-likeness and palm candidates
are extracted. A graph is built based on the features and the candidates/nodes best meeting some specific
conditions are considered as finger tips and palm. Additionally, the knowledge of the palm pose in the
previous frame is taken into account. The approach is able to detect two hands simultaneously.

ToF-cameras are very expensive. In 2010, Microsoft released a low-price alternative to the ToF cameras:
the Kinect. The technique behind the Kinect is completely different (the distortion of a set of projected
points is used to estimate the depth), but the output is similar.

[69] integrated the Kinect into their hand tracking algorithm. The hand is localized conventionally
through skin segmentation. Hand pose estimation is formulated as an optimization problem. The difference-
of-the-depth-values between the hypotheses and the Kinect data are added to the objective function. They
use Particle Swarm Optimization (PSO) as optimization function. In [70] they extended the approach to
track two interacting hands.

A “tracking by classification” approach is proposed by [71]. They adapt the method of human body
tracking [72] to hand tracking. In [72], the body is partitioned into 31 parts. Then, they train a decision
forest to be able to classify each part. They use a simple but effective difference-of-two-depth-values classifier
for each node in the trees. The feature is inspired by [73]. After classification of each position in the depth
image, they compute the body part positions by the mean shift algorithm. [71] argue that for hand poses the
random forests will become too large. To overcome this problem, they subdivided the hand pose estimation
into two sub-problems. First, random forests for several hand poses are trained. Second, for each hand pose
individual random forests for the finger parts are learned. Matching is performed by first classifying the
hand pose and then detecting the finger poses for the most probable hand pose.

Currently, the resolution and accuracy of depth cameras is too low the for a full-DOF hand pose esti-
mation, but the potential of depth information as input modality is high. Additionally, one has to be aware
that depth cameras still provide only the depth values from one viewpoint i.e. they do not provide the visual
hull of the hand.
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5.2. Approaches Based on Visual Hull Reconstruction

In this section we present object detection and tracking approaches based on visual hull reconstruction.
Usually, they use a set of conventional cameras.

The basic idea is to first reconstruct the visual hull of the hand using some kind of segmentation technique,
and then estimate the hand pose based on the reconstruction.

Visual hull reconstruction is a challenging task. [74] shows that a high quality reconstruction requires a
high quality foreground segmentation and a lot of cameras surrounding the hand. Furthermore, the visual
hull computation is very time consuming, and cannot be computed in real-time in scenes with a complex
background.

But, using a more simple visual hull reconstruction, one can coarsely estimate the hand pose or recognize
a few hand gestures.

[75] first reconstruct a rough voxel map of the observed hand. The hand in each image was first segmented
and then the different 2D silhouettes combined to generate the 3D shape. The hand hypothesis is fitted in
3D to the reconstructed voxel model to find the underlying hand pose.

A similar approach is used in [76, 77] to detect the global position and orientation of the hand. Si-
multaneously, they can recognize four different gestures. The hand is captured using 3 near-infrared (NIR)
cameras. The hands are segmented using background subtraction. The foreground segmentation is repro-
jected onto 3D for all cameras. The 3D hand volume is reconstructed by intersecting the re-projection
volumes. Finger tips are detected and, based on the number and relative position, the gesture classification
is performed. They are able to detect two hands simultaneously in real-time and tested its functionality in
multiple applications, e.g. games.

However, such visual hull based approaches are very limited in their application to hand tracking, be-
cause the cameras have to be positioned around the hand, the background has to be very simple and the
reconstructed visual hull is too coarse or computationally too expensive.

Recently, similar to the visual hull reconstruction, a 3D object reconstruction utilizing depth images
(using the Kinect) are proposed [4, 5]. But the camera has to take capture the target object from many
different viewpoints to be able to reconstruct the object which is not yet practicable in real-time.

6. Conclusions

6.1. Summary

In this survey, we provided an overview on the area of hand pose estimation. A detailed description
about the main challenges of vision-based hand pose estimation is given. Clearly, in the past decade a lot
of approaches have been presented that tried to solve the problem. Many approaches make an important
contribution to the robust real-time hand tracking. Several algorithms can, of course, be combined to
increase the robustness, e.g. edge-based, silhouette-area based features, and depth information. Combining
acceleration data structures is more challenging because, often, they exclude each other, e.g. a template
hierarchy and hashing with a hash table built from templates.

The most recent research focuses on the currently very popular Kinect or similar depth sensors. Some
promising approaches have been presented but, it turns out that current hardware provides too a low
resolution for a full-DOF hand pose estimation. Only small subsets of the pose space e.g. open hand with
abducted fingers and all finger tips clearly visible can be estimated successfully.

6.2. The future of hand tracking

In the near future it might be a good idea to combine depth with conventional high resolution color
images, most often denoted by RGB-D image. The depth image can be used to increase the robustness of
the hand localization and rough pose estimation, and the color image could heavily improve the accuracy of
the pose estimation.

When the sensor resolution of depth cameras will heavily be improved in the future, hand tracking can
significantly profit from depth information and the color image could become unnecessary in many situations.
However one could think about cases with many objects at similar distance to the camera as the hand, which
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makes it hard to detect the hand using depth information only. In such cases, conventional color images
could help a lot to detect and estimate the hand pose. Thus, the approaches using color images should be
useful for the future, independent of the quality of upcoming depth cameras.
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