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Virtual/3D Environments (VEs) at Home 

!  In the old days: 

!  Today: 

15,000 – 60,000 

~500 

~500,000 

~5,000 ~200 

~20,000 
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Collaborative Virtual Environments 

!  De!nitions:  

!  CVE = shared virtual environment that contains virtual representations 
of real objects/abstract data  and users (avatars) 

!  CVE = VE + CSCW 

!  Classi!cation by kind of participants: same vs. different domain 
of expertise 

Moonbase Alpha, NASA Walk-through, ITER  

Massively multiplayer online game Simultaneous engineering teams (SET) 
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Classi!cation by Place and/or Time 

Face-to-face 
o  SETs 
o  Shared wall displays  

(powerwall, workbench, …) 
o  One set of input devices  

for the "driver" 
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Synchronous  
(same time) 

Asynchronous 
(different times) 

Continuous task 
o  No collaborative VEs yet  
o  Conventional "war rooms",  

post-it communication 
o  Large public displays(?) 
o  Touchless input(?) 

Remote collaboration 
o  Video conference 
o  Simultaneous interaction  

with shared virtual objects 
o  Second life et al., MMOGs 

Communication + Coord. 
o  Wiki's (Wikipedia) 
o  Email 
o  Version control (software, …) 
o  (Second life et al.) 
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Tele-Immersion for Remote Collaboration 

!  Lots of commercial products for 
"telepresence": 

!  But are they immersive? 

!  Do they create the feeling of presence? 

!  Goal: a truly shared space 

!  Metaphor: Extended Window 

!  Display: large video wall 

!  Head-tracked users ⟶ center of 
projection for remote environment 

!  Creates illusion of looking through a 
"window" into the collaborator's 
physical space 

M. Willert, S. Ohl, A. Lehmann & O. Staadt / Extended Window Metaphor

remote
space

virtual
space

local
space

Figure 1: Illustration of the Extended Window Metaphor

extension to the basic window metaphor for collaborative
environments. Firstly, we look through the window into a
virtual space as before. Secondly, we place the remote phys-
ical space of our collaborator behind the virtual space. In
other words, we are looking through the ”second window“
into our collaborator’s physical space. This concept is illus-
trated in Figure 1.

The depth of the virtual space in between the two win-
dows can be adjusted and can contain shared collaborative
data. The collaborators are separated from this virtual space.
We believe that this arrangement is suitable for very natural
collaboration in distributed large display environments.

The benefits are:

1. natural scale: users (and virtual objects) appear in natu-
ral size.

2. gaze awareness: We can see where our remote collabo-
rator is looking at, whether she is making eye contact or
is looking at some object in the virtual space.

3. collaboration space in between: The virtual space for
collaboration is in between of the two users.

4. high resolution content: Content in the virtual space
may be displayed at ultra-high resolution.

5. intuitive navigation: The systems supports motion par-
allax based on tracking the users’s head position and ori-
entation.

To implement the Extended Window Metaphor for large
high-resolution displays we need three main hardware com-
ponents: (i) a display connected to a computation cluster, (ii)
low-latency head tracking, and (iii) a camera array integrated
into the display. All systems may be built from available off-
the-shelf components.

Some consumer displays already contain integrated cam-
eras. Generally, these cameras are positioned centered and
above the display. One may use these displays directly for
building a tiled display. To position the cameras in a more
flexible fashion, we decided to integrate small micro-lens
cameras with remote heads between the bezels of the dis-
play panels. See Section 5 for more details on the hardware
setup of our prototype implementation.

4. System Design Considerations

In this section we discuss some general conditions and con-
straints associated with the proposed setup. Firstly, we con-
sider some aspects of the user’s action radius and visual acu-
ity in front of a large high resolution display. We discuss
camera positioning, camera tilt, and sensor dimensions. The
impacts of all parameters are characterized by a set of ap-
proximation formulas. Then, the next subsection discusses
in detail the screen-space resolution of objects on the tiled
display using these estimations.

To create virtual viewpoints from camera arrays there ex-
ists a variety of algorithms. The more cameras are used,
the more data needs to be processed. If the camera array is
sparse, then more computational power is needed. We devise
camera selection strategies to reduce bandwidth and compu-
tational requirements.

4.1. Visual Acuity

The position of the user in front of the large display is re-
lated directly to the placement of the virtual camera and the
user’s perceived resolution. In the following we will give
some characterisations.

For ergonomic reasons, the minimal distance to a stan-
dard LCD panel in a desktop environment is normally 40 cm.
Therefore, we assume that this is the minimal user–display
distance for users in front of a tiled LCD wall. The max-
imum user–display distance is limited by the room size or
the range of the tracking system.

The limit of human visual acuity is ⇡ 0.5 min of arc
(i.e., 0.0083�) [Sta02]. Assuming a user-display distance,
dud, and a display resolution, rdisplay, the resulting angular
resolution r may be approximated as

tanr ⇡ 1
rdisplaydud

. (1)

Assuming dud = 40 cm and rdisplay = 40 px/cm (⇡ 101
dpi), then, r is approximately 0.036�/px. This value does not
reach the limit for the visual acuity of the human eye. Nev-
ertheless, it is a good landmark because this is the angular
resolution in desktop environments.

4.2. Camera Placement

For practical reasons we restrict the placement of cameras to
the bezels between pairs of tiles. As a consequence, some of
the space in front of every display cannot be covered. How-
ever, cameras may be placed freely in locations outside of
the display wall.

The exact location of the cameras on the grid does not
only depend on the tile layout, but also on the number of
cameras and the 3D video reconstruction algorithm. There-
fore, in this section we will give some general rules and some

c� The Eurographics Association 2010.
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!  Bene!ts: 

!  Natural scale 

!  The virtual space "between" the two 
collaborators can be populated with 
virtual objects or information 
visualizations 

!  Natural & intuitive navigation 

! Motion parallax ⟶ increased presence 

!  Gaze awareness: each user sees where 
other user is looking at; users can 
establish eye contact 
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!  Problem: need a camera image of remote environment/user from 
viewpoint of local user 

!  Solution: micro-lens camera array embedded in video wall 

[Willert, Ohl, Lehmann, Staadt, 2010] 
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!  Problem: insuf!cient resolution, if local user approaches local display 

!  Solution: super-resolution images by weighted camera fusion  &  
cameras with different !eld-of-views 

ABM T. Islam, S. Ohl & O. Staadt / Multi-Camera Acquisition and Placement Strategy for Displaying High-Resolution Images

Figure 1: Illustration of display resolution considering dif-
ferent positions of the local user.

3.1. Camera selection based on surface angle

In this strategy, we select those cameras which make mini-
mum angle, y in Figure 2, with the surface of the user’s im-
age patches. We use tracking position and camera geometry
to calculate y. We transmit the entire scene covered in the
FOVs of the selected cameras and combine them for achiev-
ing a SR image. This strategy is applicable when there is no
back channel between the local and remote sites to transmit
the viewing angle of the local user; otherwise, cameras can
be selected by estimating the view angle using the virtual
camera strategy from [WOS12]. The camera weight func-
tion can be expressed as Eq.1:

w(Ci) = Â
p2P

1
1+ |y(p,Ci)|

(1)

with w(Ci) = camera weight for camera Ci and y(p,Ci) =
angle between camera and surface normal of patch p.

Figure 2: Camera selection based on camera angle with
image surface normal.

3.2. Framerate adaptation

We explore the possibilities to run different cameras of the
camera array at different framerates. This could be done in
an unstructured data-driven fashion or with a predefined in-
terleaving pattern, Figure 3(a). At the local site, the image

based rendering algorithms need to be modified to account
for missing data. If a back channel is present, it can be used
to steer the process by temporal downsampling of less im-
portant camera data only. Framerate adaptation can be im-
plemented as a preprocess to standard compression schemes.

Figure 3: (a) Framerate adaptation (b) Camera array with
different focal lengths and user position.

3.3. Optimizing camera resolution
To record a user in front of a very high-resolution display
at different distances with the same resolution, a mixed fo-
cal length camera array can be used, Figure 3(b). In case of
a user close to the display, a wide angle lens must be used;
whereas, for a distant user, a telephoto lens would be appro-
priate. We investigate different regular mixed focal length
camera array configurations and their implications on image
based rendering algorithms. Especially, we will evaluate the
effect on known blending strategies.

4. Conclusion
We have proposed a number of strategies for efficient camera
selection and acquisition method to display life-size SR im-
age, for teleconference systems, mantaining low-bandwidth
usage. We plan to combine some of these strategies, such as
combination of framerate adaptation and optimizing camera
resolution strategies, for the collaboration system and evalu-
ate its performance.
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!  Problem: camera array outputs essentially a light !eld ⟶ huge 
amount of data 

!  Solutions: 

a)  Transmit local user's  
viewpoint to the  
remote site ⟶  

extract parts of  
remote camera  
images needed to  
assemble image for  
local user 

b) Compress light !eld  
(neighboring camera images differ only slightly) 
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Other Interaction Modes for 3D Tele-Immersion 

in the physical space. For remote interaction, the avatar of

the remote user is projected in such a way as if both users
were sharing the same physical space while their move-

ments are also mirrored. This mode is applicable for

instructing and teaching movement patterns, such as in
rehabilitation, dance, or fitness training.

In addition to the aforementioned interaction modes

where each user has their own avatars occupying the virtual
space, users can adopt another person’s viewpoint. Such

capability is useful in educational and training scenarios

where multiple users may follow an instructor who wishes
to point out various features in the observed data.

One of the advantages of the TI technology is in seamless

integration of people and data in the same virtual space.
Depending on the application, users may require various

levels of immersion. Simple interactions, such as remote
teaching of physical activities can be displayed on a 2D

computer monitor or TV screen, usually rendered from a

fixed point of view. When interaction includes 3D data
exploration, users can benefit from a non-immersive or im-

mersive 3D display with marker-based or markerless head

tracking. Through the head tracking, the user can control the
viewpoint by head movements while being able to perceive

the proper geometric relationship between the geometry of

the virtual space and rendered stereo images. For example,
when a user points at a particular location on the surface of a

3D object, remote users will see the rendered hand of his/her

avatar pointing at the same section of the object.
Another important issue to consider in the real-time

interaction over the network is the latencies and jitter in the

transmission of video and tracking data (Delaney et al. 2006).

The latency, which is described as the lag between the time

instances when data are sent and received on the other end,
should in general be kept bellow 300–500 ms. Different

strategies can be employed to compensate for longer

latencies as long as the variability is small. One example
includes coordinated interaction between the remote users

where at each time instance one of the users is the leader

while the others have a role of a follower. On the other
hand, the network jitter, which refers to the variability of

the latencies between the receiving packets, can cause

significant disruption in the remote interaction. The net-
work jitter can be influenced through various quality of

service mechanisms that re-route the packets in complex

networks. More comprehensive review of network delays
for remote interaction was performed by Gutwin (2001).

4 3D teleimmersion system architecture

During the past several years, we have been incrementally

developing the 3D teleimmersive infrastructure (Jung and

Bajcsy 2006; Kurillo et al. 2008b; Vasudevan et al. 2010a, b;
Vasudevan et al. 2011) which has been successfully dem-

onstrated in several application areas of geographically

distributed interaction and complex 3D data manipulation
(Fig. 4). In this section, we briefly describe the different

components of our TI framework and issues pertaining to

capture, transmission, and rendering. We also provide
references to our previously published work where inter-

ested readers can find further details on various algorithms

and components of our TI framework.

Fig. 3 Various interaction modes for geographically distributed 3D
teleimmersion as observed by user 1 (top row) and user 2 (bottom
row): a First-Person Mode: user interacts with the environment in the
first-person perspective, while the remote users see his/her 3D avatar
at the corresponding position, b Third-Person Mode: user observes

the scene from a fixed viewpoint relative to his avatar to interact with
the data and other users, and c Mirror Mode: user observes a mirrored
image of his and remote avatars which can be applied for instructing
physical activities

Virtual Reality (2013) 17:29–43 33
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First Person Mode 

Physically correct Extended 
Window metaphor;  
each user sees the other and 
the virtual objects at the 
physically correct position; 
virtual viewpoint is always 
coincident with real 
viewpoint 

Third Person Mode 

Each user looks over their 
virtual avatar's shoulder; 
virtual viewpoint is usually 
!xed, or can be controlled 
using some input device; 
can be useful if display is 
mono-scopic 

Mirror Mode 

Camera image from self is 
superimposed in a mirrored 
fashion on remote video 
stream; 
could be useful for physical 
instruction; 
problems: correct handling of 
mutual occlusion 
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A Problem with Co-Located CVEs 

!  Assume this situation: one 
stereo display wall, several 
users in front of it 

!  Problem with a single-
tracked projection (stereo 
or mono): only the 
viewpoint of the tracked  
user is correct, only she will 
see a correct image! 

!  Example: communication 
via pointing fails 

Image's perspective is correct for the user 

Image's perspective is correct for the (real) camera 
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[Kulik et al., AC
M

 Trans. G
raph. 30, 6, 2011] 



!  With perspectively correct 
projections for all co-located 
users, the shared 3D space 
will become coherent for all 
users 

!  Consequence: direct 
communication (including 
pointing!) in co-located CVEs 
is possible 

Kitamura et al. 2001 
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Camera-Based Articulated Object Tracking 

!  Goal: "Kinect for the human hand" 

! Markerless tracking of human hand with cameras 

!  Challenges: high-dimensional con!guration space 
(20+6 DOFs), Real-time, large working volume, 
lots of self-occlusions 
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A Segmentation-Free Approach 
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Fast Area-Based Template Matching 

!  Novel representation for templates: 
rectangle coverings 

!  Advantages:  

! Matching time no longer depends on 
image or template resolution  

!  Speedup = 10-25 x 

!  Easy to turn into hierarchical 
matching algorithm �  
complexity = O( log n ) for n 
templates! 

Introduction               Tele-Immersion                Hand-Tracking                  Collab. Selection                  Haptics                  Haptic  Commun.       

[Mohr et al., BMVC, 2010] 



One Possible Application: Touch-less Control of Robots 

With DLR, Oberpfaffenhofen: touch-less hand-based control of the surgery robot MiroSurge 
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1. 2. 3. 

Collaborative 3D Search and Selection 

!  Studied in a particularly complex VE: 
molecule analysis & design 

!  Molecular docking is done in 3 stages: 

!  Very frequent task in all 3 stages: 

!  Finding a target (structure or residue) 

!  Grabbing the target  
(using a virtual handle) 

TRANSACTION ON SYSTEMS,MAN AND CYBERNETICS (PART C), VOL. X, NO. X, MONTH XXXX 6

Residue 1

Residue 3 and 8 Residue 2 and 7

Residue 4 and 9 Residue 5 and 10

Residue 6

(a) Repartition of patterns on TRP-CAGE and Prion molecules

Pattern Position Form Color Similar Pattern Position Form Color Similar

TR
P-
Ca
ge

(3
04
at
om
s) 1 Intern Circle 8 C, 1 N No

Pr
io
n
(1
77
6
at
om
s) 6 Intern Chain 2 C, 2 S No

2 Intern Star 1 C, 3 N No 7 Extern Star 1 C, 3 N No

3 Intern Circle 6 C, 1 O No 8 Extern Circle 6 C, 1 O No

4 Extern Chain 4 C No 9 Intern Chain 4 C Yes

5 Extern Chain 4 C, 1 N No 10 Intern Chain 4 C, 1 N Yes
(b) Involved factors in the complexity of the molecules (Carbon, Oxygen, Nitrogen and Sulfur)

Figure 4: Repartition of patterns to find and corresponding complexity factors.

proposed: circle, chain and star. The circle structure presents
a rigid configuration with small deformations which makes
them easy to find. The chain and the star structures deform
easily under the effect of the rest of the molecule and external
forces. Thus, these structures are difficult to find. The third
column concerns the colour of the concerned structures. In
fact, each pattern has a combination of colours according
to the involved atoms. The association between atoms and
colours are generally the same in the great majority of biologic
sharewares. The most present atoms are hydrogen and carbon
with respectively white and green colours. In second position,
we find nitrogen and oxygen with respectively blue and yellow
colours. The rarest atom is sulfur with a yellow colour.
Hydrogen is not indicated in the table because it is included
in all the patterns. It is obvious that patterns with rare atoms
(such as sulfur) are easier to find than patterns with common
atoms (hydrogen and carbon). The last column concerns the
level of presence of similar structures in the molecule (similar
number of atoms, similar colours, etc.). For instance, patterns
with 3 carbons and 1 nitrogen and patterns with 3 carbons,
1 nitrogen and 1 oxygen are visually very similar. Moreover, in
this experiment, similar patterns are more present than selected

structures (in each case for the Prion).
2) Interaction tools: Two ways of interacting with the

molecular environment were proposed. The first tool, called
grab in VMD, allows the positioning and the orientation
of the manipulated molecules. This tool does not influence
the simulation, it mainly concerns navigation and exploration
procedures.
The second proposed tool, called tug, allows the manipula-

tion of and the interaction with the atoms. Once the atom
is selected, it is then moved according to a force that is
proportional to the distance between the atom and the Virtual
End-Effectors (VEE). The corresponding atomic interaction
and applied force were displayed on the haptic interface. Thus,
the participants were aware of the intensity and the direction
of the force they apply.
These two interaction tools (grab and tug) were shared on

three haptic interfaces. The grab tool was linked to the middle
haptic arm in order to be accessible for the two participants.
Thus, only one participant was able to manipulate the point of
view of the molecule at any time. The tug tool was linked
to the two other haptic arms to allow both participants to
manipulate the molecule simultaneously (see Figure 1b).

Introduction               Tele-Immersion                Hand-Tracking                  Collab. Selection                  Haptics                  Haptic  Commun.       

[Simard et al., IJHCS, 2011] 



Conditions of the Experiment 

A.  Two co-located, synchronously 
collaborating subjects: 

!  Left hand of one subject controls 
orientation of molecule 

! Right hands of both users can point 
and tug at molecule parts 

! Requires good mutual understanding 
of partner's workspace & actions 

B.  One subject:  

!  Left hand controls orientation of 
molecule ("scene in hand" metaphor) 

! Right hand moves occluding parts of 
molecule away 
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Results 

!  Tasks with low complexity do not require collaboration 

!  Collaboration does not speed up task completion time 

!  Collaboration (2 subjects) can speed up task completion time by 
up to a factor 2 

!  Reason? (Social facilitation [Triplett, 1898] and/or synergy)? 

!  Average af!nity (e.g., student-supervisor) is better than high af!nity 

!  The best strategy here: both should work on neighboring regions 

!  "Best" in the sense of 3 criteria: completion time, effectiveness of 
coordination, amount of verbal communication 
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Collision Detection as Enabling Technology 
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Sphere Packings 

!  Have a long history … 

!  Collision detection 
based on sphere packings: 

Johannes Kepler  
(1571 – 1630) 

1 microsecond ~10 microseconds 
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Application: Collaborative Haptic Workspace 

12 moving objects ; 3.5M triangles ; 1 kHz simulation rate ; intersection volume ≈ 1-3 msec 
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User Study: 3 DOFs vs 6 DOFs 

!  Conventional wisdom in VR: restrict  
number of DOFs for precise manipulation 

!  E.g. [Veit, Capobianco, Bechmann, VRST 
2010] 

!  Research questions: 

!  Is that true when force-feedback is given? 

!  If not, is the bene!t worth the extra dollars? 
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Results: User Performance 

Distance travelled with virtual hand Training time 
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The Piano Movers' Problem 

!  Path planning problem: !nd a path (including rotations) for 
moving an object (piano) from A to B (without moving/hitting 
anything else) 

!  Application: assembly simulation (and many others) 

!  Question: does collaboration in a  
virtual environment help? 
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Haptic Communication in Collaborations 

!  The task: a collaborative assembly task 

!  Experiment setup: 

!  Two users, one expert, one novice 

!  Each with one 3-DOF haptic device 
(Phantom) 

! Only oral (direct) and haptic (indirect, 
feed-through) communication 

Feedthrough is essential to provide group awareness 
and to build meaningful contexts for collaboration. 
A very simple way to generate feedthrough consists 
of multiplexing feedback information to several 
users. Sophisticated schemes consider delivering 
less information by manipulating the granularity and 
timing associated to the operations executed by the 
groupware [29]. 

4) Understanding in collaborative work: It is obvious 
that each participant must understand, even if it is 
only a part of the environment. In some cases, the 
understanding could be the goal of the task like in an 
academic work. Understanding is considered as a 
soft artefact [27][27]. 

 
Figure 3 : Communications and exchanges in synchronous 

collaborative space [30] 

3.2 AWARENESS  

On the basis of these communication mechanisms, the 
collaborative work involves an abstract and non-observable 
dimension: awareness. This process is the ability to be 
conscious of the presence of other participants and to 
understand their activities. With this consciousness, each 
participant can adjust and plan their behaviour based on 
what they know of each other. The awareness process 
exploits standard communication mechanisms, through the 
several sensorial channels (visual, haptic, auditory), and has 
three main functions [34]: 

1) The collective economy of movement and action 
through peripheral vision and understanding of the 
other participant movement and gesture. This function 
is very useful for tasks involving a close collaboration 
between partners. 

2) The need of for non-intrusive communication through 
the understanding of the peripheral environment 
(partners, environments, etc.). 

3) The need to avoid collisions and conflicting actions in 
a shared space. 

In first level, Awareness concerns static information 
about participant's status, access privileges to information, 

prior actions, and other components are also concerned [8]. 
Gutwin identifies four types of awareness [35]: 

1) Informal awareness: is general information about the 
task which will be realized by the participants. It 
would be replies to the questions like “Who participate 
in the activity?” or “What are they going to do?”. 

2) Social awareness: relates consciousness of the current 
environment during the execution of the task, the 
information of the social sphere that a participant 
maintains about others answering questions like “who 
is interesting?” or “who is attentive?”. 

3) Group structural awareness: concerns the protocols 
and structures that are used to formalize the 
collaboration, answering questions like “What is the 
role of this participant?” or “what is his status?”. 

4) Workspace awareness: refers to the knowledge that a 
person has about the working group like “What are the 
other members of the group doing?” or “Where are the 
group members?”. 

Awareness also concerns dynamic knowledge of 
colleagues' activities and actions in the shared space. 
Carroll et al.’s highlight two levels of dynamic components 
[36]: 

a) Activity awareness: refers to the knowledge that a 
person has about: creation of or changes to shared 
plans, evaluations, or rationale; the assignment or 
modification of project roles; task dependencies based 
on roles, timing, resources, etc.; exception handling. It 
would be replies to questions like like “How are things 
going?”. 

b) Action awareness: refers to the knowledge that a 
person has about: timing, type, or frequency of 
collaborators’ interactions with a shared resource; 
location and focus of collaborators’ current activity. It 
would be replies to questions like “What is 
happening?”. 

In addition to direct communication channels (e.g., oral, 
gesture, etc.), action and activity awareness have an 
important role for the coordination of actions between 
partners. In fact, the close collaboration task involves fast 
reactions for partners’ movements and gestures which 
requires a continue background information flow between 
partners.  

3.3 LIMITS OF AWARENESS AND COMMUNICATION IN 
CVE 

As developed above, each collaborative work exploits 
different levels of communication channels and awareness 
mechanisms. However, the use of CVE introduces some 
limitations on natural communication process and inhibits 
some conscious and unconscious exchange. We identify 
two mains categories of constraints related to CVE and VR. 

Expert Novice 
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ABSTRACT 

This article explores the use of haptic feedback for 
interpersonal communication in Collaborative Virtual 
Environments. After a detailed presentation of all involved 
communication mechanisms, we propose the investigation 
of low level communication approach through the 
feedthrough mechanism. This channel is used to 
communicate kinematic information about a partner’s 
gestures during closely coupled collaboration. Several 
communication metaphors, with complementary behaviors, 
were investigated to improve the coordination between two 
partners during an assembly task. The results clearly show 
the role of proposed communication strategies for the 
improvement of gesture coordination and highlight the 
correlation between applied force and the level of 
efficiency. 

KEYWORDS: Haptics, communication, Awareness, 
communication metaphors 

1 INTRODUCTION 

Collaborative Virtual Environments (CVE) are emerging 
as a key research focus, at the convergence of Human-
Computer Interfaces (HCI), Information and 
Communication Technologies (ICT) and Computer 
Supported Cooperative Work approaches (CSCW). These 
environments have the potential to change the way teams 
create, exchange, manipulate and disseminate information 
in several collaborative projects (distant, colocated, etc.). 
The emergence of these platforms is induced by the 
development of communication networks, especially the 
emergence of the Internet, in the early 90’s.  

The first collaborative systems enable several users to 
edit and manipulate text and graphical documents through 
the Internet and local networks [1]. In order to improve the 
communication between remote sites, videoconferencing 
systems were developed to allow direct communication 
between collaborators [2]. At the same time, Virtual Reality 
Environments (VRE), through 3D immersive and 
interactive approaches, have been explored to setup new 
sensorial communication and exchange approaches. 

The first platforms integrate elementary simulations with 
multisensory user interfaces such as hand motion and 
gestures, speech input and output, sound output, 3-D 
stereoscopic graphics and head-motion parallax [3].  
Moreover, several works relay on the integration of virtual 
avatars to improve communication between remote partners 
[12]. Takemura in [4] and Yano in [5] are among the firsts 
to successfully introduce haptic feedback for elementary 
collaborative tasks.  However, the latency of networks 
introduces instabilities and makes the exploitation of haptic 
feedback inappropriate for long distance collaboration. 
Therefore, several works have been proposed to improve 
existing systems with the time delay constraints [6] [8]. 

 
Figure 1 : Investigated collaborative virtual assembly task 

Nowadays, we can setup reliable CVE characterized by 
stable and transparent haptic interaction between remote 
partners. However, with the development of CVE in new 
applications involving a close collaboration between distant 
experts and partners (collaborative design and assembly, 
military training, E-learning, remote surgical operations, 
etc.), new kind of problems and constraints arise. The most 
critical is probably the limits of communications between 
partners during collaborative tasks (e.g., manipulation of 
shared objects, reviewing, etc.). In fact, communication 
plays strategic role during the several exchanges between 

Introduction               Tele-Immersion                Hand-Tracking                  Collab. Selection                  Haptics                  Haptic  Commun.       

[Simard et al., Virtual Reality, Springer, 2011 



!  Assembly task: 

!  3 distinct legs of assembly path 

!  Expert knows exact movements 

!  Novice is guided by haptic feed-through  
communication metaphors from expert 

!  Haptic feed-through metaphors: 

During 30s, the expert participant is asked to reach a 
series of 12 sequential targets aligned with the “Y” axis 
(Figure 5). The follower partner must follow and 
coordinate his movement with the expert (minimization 
of position and velocity differences). The follower and 
expert participants exploit the visual feedback (e.g., 
artefact’s tilt) and the feedthrough (e.g., tension force, 
communication metaphors, etc.). 

B. 3D manipulation task: Exp. 5 corresponds to the 
3D assembly task (see Figure 6). The static component 
is modeled by two rectangular pillars separated by a 
given distance. The mobile component is model by a 
big box presenting two holes. The distance between 
holes corresponds to the distance between pillars.  

The task consists to assemble the two 3D models by 
entering holes in corresponding pillars. This 
manipulation is carried out by two partners who grab 
and manipulate the mobile components from the two 
ends (virtual proxy). The task is leaded by an expert 
partner (leader). The physics engine calculates the 
collision detection between the 3D models and control 
the 3D physical link (manipulated box) between 
partners. 

For this experiment we tested two sets of values for 
spring and viscosity constants: strong and soft 
constants. Strong constants (B = 0.9 N s/m, k = 0.7 
N/m) present high coupling between partners and soft 
constants (B = 0.4 N s/m, k = 0.35 N/m) present low 
coupling between partners. 

 
Figure 6: Experimented 3DoF assembly task:  the two 

participants grab the mobile component from the virtual 
proxies (red balls) 

Communication between partners: During experiments 
(1D & 3D), the two participants were located in the same 
room but were unable to see each other (see Figure 1). 

Only oral communication was allowed between them. No 
gestural or emotional communications was possible. The 
two partners did not meet, speak to or see one another prior 
to the experiment. Each subject had a personal haptic 
interface and an LCD monitor. The proposed scenario 
consists to enable the collaboration between an expert and 
beginner users. The expert knows the exact movement to 
assemble the two components. The beginner follows the 
oral instructions and the movements (through the 
feedthrough and metaphors) of the main expert. 

Measures: We collected several measures including 
execution time, position error and the sum of applied force 
on master and slave arms. These measures were carried out 
for the expert partner (master arm) and for the follower 
partner (slave arm). In addition to these objective measures 
we propose to the participants for the last experiment (Exp. 
5) a questionnaire about their global appreciation for the 
proposed approach (5 points Likert’s scale). The 
questionnaire concerns both the expert and follower 
partners. 

The questionnaire: 

• “Do you perceive a better gesture coordination?” 

• “Do you think that you are faster with the 
communication metaphors?” 

• “Do you have a better understanding about the 
actions of the partner?” 

• “Do you perceive gesture guidance or a 
communication of information?” 

Participants: 14 couples (28 participants) (20 male, 8 
female; age range from 20-45 with median 27) took part in 
this study; most were university graduate students in 
Computer Science. Most had no experience with haptic 
displays and CVE, and the rest had moderate experience. 
Each experimental configuration was executed in a block of 
10 trials (two partners for each configuration). 

7 EXPERIMENTAL RESULTS AND DISCUSSION 

7.1 1D ASSEMBLY TASKS 

We ran an ANalysis Of VAriance (ANOVA) for the four 
configurations (native configuration and for the three 
communication metaphors) according to three factors: 1) 
position error, 2) the applied force at the master arm 3) and 
the applied force at the slave arm. The analysis revealed a 
significant effect of spring (Exp. 2 / p = 0.011, p < 0.05) 
and vibration (Exp. 4 / p = 0.03, p < 0.05) metaphors for 
the position error factor. There was no significant effect of 
the viscosity metaphor (Exp. 3) (p > 0.05) on the position 
error factor. For the applied force factor, the ANOVA 
analysis reveals a significant effect of the viscosity 
metaphor (Exp. 3 / p = 0.017, p < 0.05) on the applied force 
at the master arm and a significant effect of the spring 
metaphor (Exp. 2 / p = 0.035, p < 0.05) on the applied force 
at the slave arm. There was not significant effect of the 

5.2 COMMUNICATION METAPHORS 

The augmentation of feedthrough with this new kinematic 
information must be enhanced by suitable and intuitive 
rendering metaphors. Different strategies presenting several 
level of abstraction can be used. MacLean et al. propose in 
[23] the exploitation of a set of haptic icons to request and 
indicate to partners several states of control. This level of 
communication presents an important vocabulary and 
therefore can be used to render a lot of information. 
However, this level of communication requires an 
important learning step before an efficient understanding 
and use. This communication strategy requires also 
important cognitive processing that reduces the reactivity 
of users to some fast events or information presenting a 
high dynamic (Electrostatic force, important acceleration, 
etc.). Thus, this communication strategy is more adapted to 
render information presenting limited static states or 
information presetting a very low frequency bandwidth 
(dialogue, states, etc.). 

 
Figure 4 : Proposed communication metaphors: 1) spring, 

2) viscosity and 3) vibration 

For tasks requiring an important dynamic with fast 
gestures, greater reactivity is required. Therefore, it is 
necessary to exploit elementary and intuitive haptic 
representations. This haptic feedback should not require 
important cognitive processing and can even exploits reflex 
mechanisms. We can summarize the requirements for 
haptic stimuli in the following points [24]: 

• Differentiable: All stimuli must be distinguishable 
from one to another when presented either alone or in 
any used combinations. 

• Identifiable: Once a meaning has been associated with 
a stimulus, it must be easy to remember. 

• Learnable: The associations between meanings and 
stimuli should be intuitive and easy to learn. 

• Reactivity: stimuli must correspond to great reactivity 
and presents a low cognitive load for understanding. 

Among several haptic rendering, perceptions based on 
elementary physical forces (friction, viscosity, etc.) are 
good candidates to address these constraints. In fact, human 
users are accustomed to interacting intuitively, and with a 
good reactivity, with environment presenting everyday 
physics forces. Moreover, the understanding of these 
perceptions requires only a short period of learning, mainly 
for the association between these physical representations 
and corresponding events and gestures (meaning) [37]. We 
develop in the following sections the proposed haptic 
rendering (see Figure 4). 

A. Communication of the difference of positions 
(distance): spring model 

The most intuitive model to map the distance information 
onto force model is a spring model. In fact, the rendered 
force through this model is directly proportional to the 
elongation of the spring (distance between the two ends). 
The general model of a non linear spring, based on Hooke 
Formula, can be expressed with the following equation: 

)(*)( xfxkFs =  

Where:  

• Fs : is the force on the spring (in Newton) 

• k(x): is the spring constant. The stiffness vary as a 
function of x  (in N/m) 

• f(x): is a non linear function (x², x3, etc.) of deformation 
(change in length). More the degree of the function is 
important, more the attraction is strong (in metres) 

B. Communication of the difference of velocity (relative 
velocity): viscosity model 

If the spring model expresses a direct relation between 
distance information (or position) and resulting force, the 
viscosity model produces a force proportional to the 
gesture’s velocity. The generated force is opposed to 
motion that tends to slow the movement. Thus, this model 
is more adapted to render the relative velocity. Moreover, it 
plays the role of a dynamic virtual fixture, limiting the 
relative velocity of the main expert. 

The viscosity force has several linear and non linear 
models. However, the most understandable and stable 
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Force on follower ~ 
distance |expert – follower|. 
Force pulls novice in the 
right direction 

Viscosity metaphor 

Force on expert ~ 
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Results 
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This experiment exploits simultaneously all developed 
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the 3D assembly task. Figure 13, corresponding to the 
mean position error according to the three axes, clearly 
shows the improvement of coordination between the two 
partners with the communication metaphors. The 
coordination is better with strong factors (p = 0.002, p < 
0.05). In fact, this configuration provides an efficient 
approach for the mutual gesture guidance between of two 
partners. The soft factors provide intermediate 
performances by enabling a greater freedom of movements 
(p = 0.009, p < 0.05). 

Figure 14 highlights the role of communication metaphors 
for the reduction of collisions with the 3D environment and 
confirms previous results. In fact, the avoidance of 
obstacles has a direct link with the level of coordination. 

For these two results (position error and number of 
collisions), we observe an improvement around three times 
with the strong factors. This ratio corresponds 
approximately to the three dimensions of manipulation (X-
Y-Z).  

Figure 15 shows a significant augmentation of the 
execution time with communication metaphors presenting 
strong factors (p = 0.01, p < 0.05). In fact, important 
viscosity greatly slows the movement of the expert partner. 
There is not significant effect of the soft factors (p = 0.1, p 
> 0.05). However the mean value is slightly more 
important. 

Finally, we observe that the applied force at the master and 
the slave arms remains the same than for 1D experiments 
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The qualitative results from the questionnaire revealed 
that the majority of participants perceive a real 
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the 5-points Lickert scale of 4.8/5.0±0:5). However, the 
participants perceive an augmentation of execution time 
with the communication metaphors presenting the strong 
factors (mean score of 2.1/5.0±0:8). 

The questionnaire shows that communication metaphors 
enable a better understanding of actions and gestures of 
partners (mean score of 4.1/5.0±0:6). Finally, the role of 
communication metaphors (guidance vs. communication) 
was considered as guidance when the force factors of the 
viscosity and spring models where too important (mean 
score of 3.9/5.0±0:5) and a communication mechanism 
when these factors where soft (mean score of 3.6/5.0±0:4). 

Thereby, the applied force factors (spring and viscosity) 
have a direct impact on the perceived role of collaborative 
metaphors. Strong factors enable gestures guidance with 

constrained movements. Conversely, low factors enable 
more freedom of movements with a flexible exchange of 
information between partners. 
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